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Branches of Optics 

•  Geometrical Optics   à light as a ray  

•  Physical Optics    à light as a wave   

•  Quantum Optics   à light as wave/particle 



Fields in Optical Sciences 

•  Optical Engineering 

•  Imaging Science 

•  Photonics 

•  Optical Physics 
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Outline 

•  Light, matter, and their interaction: overview of optical physics 

•  Quantum description of matter 

•  The semi-classical model 

•  Lasers 

•  Lasers as precision tools 



Models of Light-Matter Interaction 

Classical picture:    “classical” light, “classical” matter 
  

Semi-classical  picture:   classical light, quantum matter 
 
Quantum picture:    quantum light, quantum matter 

Overview 



Classical electron-oscillator model 
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(~1900) Lorentz ad hoc hypothesis: atom responds as if it were 
attached to nucleus with a spring. 



Classical electron-oscillator model 

Overview 

(~1900) Lorentz ad hoc hypothesis: atom responds as if it were 
attached to nucleus with a spring. 



Classical electron-oscillator model 

Overview 

(~1900) Lorentz ad hoc hypothesis: atom responds as if it were 
attached to nucleus with a spring. 



Classical electron-oscillator model 
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Classical electron-oscillator model 

Overview 

(~1900) Lorentz ad hoc hypothesis: atom responds as if it were 
attached to nucleus with a spring. 

 
Damped & driven simple harmonic oscillator:  
  



Predictions of the CEO model: 

Overview 

index of refractionà absorption, dispersion 

However, fails to predict:   saturation, optical gain, spontaneous emission… 
 
à We need a better model for the atom! 



Quantum matter 

Elements of quantum theory 
 
Wave equations for light and matter 
 
Quantum description of the atom 



Quantum matter 

Historical events in the development of quantum theory 

1901: Planck and Blackbody Radiation 

1905: Einstein and the photoelectric effect 

1913: Bohr model of the atom 

1924: de Broglie and wave-particle duality of matter 
1927: Davisson & Germer experiment 
 

Wave-particle  
duality of light 

Atomic energy levels 

Electron diffraction 



Quantum matter 

Historical events in the development of quantum theory 

1924: de Broglie and wave-particle duality of matter 
 



Quantum matter 

•  Analogy with “classical” light waves 



Quantum matter 

•  Analogy with “classical” light waves 

Wave equation for light 

Plane waves 

Spherical waves 



Quantum matter 

2-slit diffraction of light 



Quantum matter 

1927: Davisson & Germer experiment à electron diffraction 



Quantum matter 

How to describe the “matter waves”? 

à See next talk on “atom optics” 



Quantum matter 

Some postulates of quantum mechanics: 

•  The wavefunction for a particle tells us everything we can know about    
that particle. 



Quantum matter 

Some postulates of quantum mechanics: 

•  The Schrodinger equation describes the time evolution of the wavefunction. 

à The wave equation for matter! 



Quantum matter 

For time-independent problems, it can be shown… 



Quantum matter 

For example, if it is a free particle (V=0)… 
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Quantum matter 

For example, if it is a free particle (V=0)… 



Quantum matter 

Free particle continued… 



Quantum matter 

 
 
Now consider these two wavefunctions: 



Quantum matter 

Quantum model of the hydrogen atom 

Using the Coulomb potential in the Schrodinger equation, one can now 
obtain the allowed quantum states and energies for the hydrogen atom. 



Quantum matter 

Graphs of hydrogen atom wavefunctions 



Semi-classical model of light-matter interaction 

Classical light field - quantum atom:  solve the full Schrodinger equation 
 

Several assumptions built into solution 
 e.g. light field is a small perturbation 

 
 video for numerical simulations of solution… 
  
 (http://www.falstad.com/mathphysics.html) 



Semi-classical model of light-matter interaction 

Semi-classical picture predicts: 
  

 
-real atom with discrete energy levels  (infinite lifetime) 
 
 
-optical absorption     -optical gain 
 
 
 
 
 
 

 
-saturation of absorption or gain 

spontaneous emission?  
 

n=1 n=2 



Lasers 

Basic elements: 
 

Light Amplification by Stimulated Emission of Radiation 



Lasers 

Basic elements: 
 

Light Amplification by Stimulated Emission of Radiation 



Lasers 

Optical cavities & Gaussian beams 

Resonant modes of the optical cavity:  
 

 -find solutions of the wave equation given certain approximations 
 and boundary conditions 

“paraxial approximation” 

Paraxial wave equation 



Lasers 

Paraxial wave equation 

Solutions to the paraxial wave equation: 
 
Example: Hermite-Gaussian polynomials 
 



Lasers 

Optical gain:   need at least 3 energy levels to have more gain than absorption 
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Lasers 

Optical gain:   need at least 3 energy levels to have more gain than absorption 
 

Rate equations determine population densities 
 i.e. pumping rate, decay rate, emission rate 



Lasers 

Characterizing optical gain: the atomic cross-section 
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Lasers 

Characterizing optical gain: the atomic cross-section 



Lasers 

Steady-state lasing: 
 
•  gain requires population inversion 

•  initial field provided by spontaneous 
emission 

•  power in field grows until it significantly 
reduces population in level 2 à gain 
saturation 

•  steady-state lasing threshold is reach 
when round-trip gain = round-trip losses 



Lasers as precision tools 

Precision spectroscopy and atomic clocks 
 
Femtosecond frequency combs 
 
Generating laser light in the extreme ultraviolet 
 



Spectral resolution – Nature’s finger prints

Laser spectroscopy
• Measure frequency
• Resolution 10-15

ca. 1960
C. Townes

~10-15

Sr

CH4

Precision Spectroscopy: unveiling the quantum world  

Joseph von Fraunhofer 
 1787- 1826 

 

Sir Isaac Newton 
 1642-1726 

 

Dispersive spectrometer 
 
•  Spectral resolution 10-7 

  

High-resolution laser spectroscopy 

•  Spectral resolution 10-15 

Hydrogen 

Tests of fundamental science: 
•  QED, Lamb Shift 
•  Rydberg constant 
•  α variation? 
•  Proton rms charge radius 

Spectral resolution – Nature’s finger prints

Laser spectroscopy
• Measure frequency
• Resolution 10-15

ca. 1960
C. Townes

~10-15

Sr

CH4

Laser 1 

Maser 



A sub-40-mHz-linewidth laser based on a silicon
single-crystal optical cavity
T. Kessler1, C. Hagemann1, C. Grebing1, T. Legero1, U. Sterr1, F. Riehle1*,
M. J. Martin2, L. Chen2† and J. Ye2*

State-of-the-art laser frequency stabilization by high-finesse optical cavities is limited fundamentally by thermal noise-
induced cavity length fluctuations. We present a novel design to reduce this thermal noise limit by an order of magnitude
as well as an experimental realization of this new cavity system, demonstrating the most stable oscillator of any kind to
date for averaging times of 0.1–10 s. The cavity spacer and the mirror substrates are both constructed from single-crystal
silicon and are operated at 124 K, where the silicon thermal expansion coefficient is zero and the mechanical loss is small.
The cavity is supported in a vibration-insensitive configuration, which, together with the superior stiffness of the silicon
crystal, reduces the vibration-related noise. With rigorous analysis of heterodyne beat signals among three independent
stable lasers, the silicon system demonstrates a fractional frequency instability of 1 3 10216 at short timescales and
supports a laser linewidth of <40 mHz at 1.5 mm.

Precision optical interferometers are at the heart of the world’s
most accurate measuring science, including optical atomic
clock work1–3, gravitational wave detection4,5, cavity quantum

electrodynamics6, quantum optomechanics7,8 and precision tests
of relativity9. These experiments explore the next frontiers of
measurement science and open new windows for scientific discov-
eries. The ultimate limit to the sensitivity and stability of these inter-
ferometry devices is now set by the Brownian thermomechanical
noise in the interferometer mirrors or spacers10–12. This noise
leads directly to fluctuations in the optical length of the interferom-
eter, degrading the frequency stability of any laser stabilized to it13–15

and impeding the achievement of quantum coherence in a macro-
scopic system. Consequently, attempts have been made—both the-
orically12,16 and experimentally17,18—to lower this limit, which, at
best, is currently given by a fractional instability of !2 × 10216

for averaging times below 10 s (refs 14,15).
Here, we present an approach capable of reducing this thermal

noise limit by at least an order of magnitude. As a result of the fluc-
tuation-dissipation theorem, the thermal noise of an interferometer
made of a crystalline material with a high mechanical quality factor
Q can be reduced significantly compared with conventional glass
materials. Crystalline material can have a superior Young’s
modulus that effectively suppresses the sensitivity of the cavity
length to environmental vibration noise. Furthermore, aging-
related frequency drifts, which are commonly encountered in con-
ventional glass materials, can be suppressed in crystalline materials,
as demonstrated by cryogenic sapphire optical resonators operated
at a temperature of 4.2 K, which have shown a maximum change
in frequency of 2.7 kHz over six months19. However, in these
earlier experiments, the short-term instability was limited to a
level of 2.3 × 10215 for averaging times of 20 s (ref. 20) due to
vibrations of the cryostat.

In our study, we selected silicon single crystal as the high-Q
material for both the cavity spacer and mirror substrates. In contrast
to sapphire, an all-silicon interferometer can be made insensitive to
temperature fluctuations as the coefficient of thermal expansion of

silicon has a zero crossing near 124 K. In this temperature range,
the Q of silicon is orders of magnitude higher than that of conven-
tional cavity glass materials such as ultralow expansion glass (ULE)
or fused silica21. A similar approach has been used with relatively
low-finesse optical Fabry–Pérot interferometers22 and has recently
been proposed for gravitational wave detection23. A further issue
to be solved is the thermal noise associated with the optical
coating, but its contribution can be reduced by using a longer
cavity spacer.

After presenting the detailed design of the silicon crystal cavity,
we report the frequency stabilization of a laser to a high-finesse
silicon interferometer at a wavelength of 1.5 mm, which is in the
near-infrared transmission window of the silicon substrate
between 1.1 and 6.7 mm. By comparison with two other lasers stabil-
ized to state-of-the-art conventional interferometers, we demon-
strate the superior performance of the silicon interferometer by
achieving a laser linewidth of ,40 mHz and short-term instability
at 1 × 10216. The corresponding optical coherence length is .1 ×
109 m, on the order of the length of the proposed Laser
Interferometer Space Antenna (LISA). Although this performance
exceeds that of any oscillator demonstrated to date in the microwave
or optical regions, we emphasize that the novel approach comprising
the use of a single-crystal silicon cavity instead of more traditional
materials such as ULE or sapphire will enable much greater progress
in relation to time, frequency and space–time metrology.

Design of the silicon cavity
Monocrystalline silicon has superior mechanical properties24,
including a high elastic modulus (well above that of optical
glasses) and large thermal conductivity. This thermal conductivity
(500 W m21 K21 at 124 K; ref. 25) is about two orders of magnitude
higher than that of glass (1.31 W m21 K21), which assures an
homogeneous temperature and small local heating from any
absorbed laser radiation. Silicon is a cubic crystal with its largest
Young’s modulus along the ,111. axis (E¼ 187.5 GPa)26; we
have chosen this axis to be the optical axis of the cavity. Taking

1Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany, 2JILA, National Institute of Standards and Technology and
University of Colorado, Department of Physics, 440 UCB, Boulder, Colorado 80309, USA; †Present address: Wuhan Institute of Physics and Mathematics,
Chinese Academy of Sciences, Wuhan, 430071, China. *e-mail: fritz.riehle@ptb.de; ye@jila.colorado.edu
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Figure 3 documents a typical 10 min trace of the beat signals
between the three lasers under comparison after removal of the
linear drift. The best long-term stability was observed for the beat
between the silicon cavity-stabilized laser and REF. 1, with
maximum frequency excursions of less than 3 Hz over the full
time period. The two beat signals of silicon–REF. 2 and REF. 2–
REF. 1 show that REF. 2 suffers from noise at a timescale of 10 s
and beyond.

For detailed analysis of the frequency stability of the three
systems, modified Allan deviations39 were determined from the
time records and are shown in Fig. 4 (error bars derived from x2

statistics40,41). The two laser beats involving REF. 1 are limited by
flicker frequency noise to a level of mod sy ≈ 7 × 10216, which is
consistent with the thermal noise floor expected for this reference
laser. The flicker frequency noise of mod sy ≈ 3.3 × 10216 at
0.1–1 s averaging time for the beat between the silicon cavity-
stabilized laser and REF. 2 can be attributed to a large extent to
the thermal noise limit of REF. 2. Baseline fluctuations of the
servo error signal by residual amplitude modulation were actively
controlled to a level of sy , 6 × 10217 for averaging times greater
than 1 s (see Methods).

The narrowest optical linewidth was observed for the beat
between the silicon laser and REF. 2. This signal was analysed by
a digital oscilloscope (Fig. 5a) and a fast Fourier transform analyser
(Fig. 5b). We obtained a typical full-width at half-maximum
(FWHM) of 49(4) mHz, which is the narrowest spectrum of a
beat between two lasers yet observed15. Considering that the
silicon cavity-stabilized laser has the best stability of all three
systems, it is a reasonable estimate that its linewidth is below
35 mHz. The optical coherence time is 10 s. Typically, 70% of the
signal power is concentrated in the central carrier.

To evaluate the performance of each single laser, rigorous three-
cornered hat analysis (including correlations between the three
oscillators) was carried out according to ref. 42. To verify the repro-
ducibility of the analysis the full data set was split into 130 data sets
with a duration of 10 min each. For these data sets, three-cornered
hat analysis was performed, including the effect of possible corre-
lations between the laser systems42. The average instability of each
of the three lasers is shown in Fig. 6 (error bars for the single oscil-
lators represent the sample standard deviation of the mean values).
The averaged Allan covariances are smaller by at least a factor of 10
compared to the individual Allan variances for all averaging times
and therefore reflect the reliability of the three-cornered hat to the
extent given by the error bars. The extracted covariances between
the lasers are comparable in size and therefore do not indicate a pair-
wise correlation between the lasers or any common-mode behaviour.

At short averaging times the two reference lasers are limited to
within a factor of two of their thermal noise floors of #6 × 10216

and #2 × 10216, respectively. The predicted thermal noise for the
silicon cavity-stabilized laser of mod sy ≈ 5 × 10217 is indicated
in the graph. Note that instabilities arising from flicker frequency
noise in a modified Allan plot are reduced by #18% in comparison
to the commonly used standard Allan deviation. The stability of the
laser locked to the silicon cavity clearly surpasses the performance of
the two ULE-cavity-based reference lasers and consequently the
silicon data contain the largest statistical uncertainty. The silicon
cavity system reaches a residual fractional frequency instability of
#1 × 10216 for averaging times of 0.1–1 s and remains at the low
10216 level for averaging times up to 10 s, which is a timescale rel-
evant for long-term stabilization to the strontium atomic frequency
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Figure 5 | Optical heterodyne beat between the silicon cavity system and
REF. 2. a, Beat signal mixed down close to d.c. and recorded with a digital
oscilloscope. b, Normalized fast Fourier transform of the beat signal recorded
with a HP 3561A FFT analyser (37.5 mHz resolution bandwidth, Hanning
window). A Lorentzian fit is indicated by the red line. The combined result of
five consecutive recordings of the beat signal (black dots) is displayed here,
demonstrating the robustness of this record-setting linewidth.
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State-of-the-art in precision spectroscopy 



State-of-the-art in precision spectroscopy 

evidenced by the distribution of these measurements in the
shape of an ellipse stretched along the correlated (diago-
nal) direction. The minor axis of this distribution indicates
uncorrelated noise such as QPN.

The 40 cm cavity supports a tenfold improvement in
laser stability, and we estimate that the Dick effect con-
tribution is close to that of QPN for clock operation. To test
this, we operate the two clocks asynchronously, where the
clock probes are timed such that the falling edge of the Sr1
pulse and the rising edge of the Sr2 pulse are always
separated by 10 ms [Fig. 1(b)]. During this asynchronous
comparison, the two clocks sample different laser noise,
preventing common-mode laser noise rejection. The Sr1–
Sr2 excitation fraction scatter plot [Fig. 2(b)] resembles a
2D Gaussian distribution, which is consistent with both
clocks being dominated by uncorrelated white noise.
Synchronous comparisons with the 40 cm cavity were
also performed, indicating a similar distribution for the
scatter plot of the Sr1 vs. Sr2 excitation [Fig. 2(b) inset].

With this understanding of laser noise effects in our
clocks, we now evaluate the clock stability. In the short
term (< 100 s) the clock stability is limited by laser noise
and QPN, and in the long term (!1000 s) it is limited by
drifting systematic shifts. Using the 40 cm cavity, we

measure the short- and long-term stability in two ways.
The first approach combines information from both a self-
comparison and a synchronous comparison to infer the
full stability of our clocks [Fig. 3(a)]. A self-comparison
involves comparing two independent atomic servos on the
Sr2 system [10]. Updates for these two digital servos
alternate for each experimental cycle. Thus the difference
between these servo frequencies is sensitive to the Dick
effect and QPN and therefore represents the short-term
stability of an independent clock [32,33]; however, it
does not measure the clock’s long-term stability as it is
insensitive to all drifts at time scales greater than 5 s. The
other component of this approach, the synchronous com-
parison, is sensitive to long-term drifts on either system,
but in the short term it is free of correlated laser noise.
Together these two data sets provide a complete picture of
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FIG. 2 (color). (a) The measured thermal noise floor of the two
optical reference cavities. The stability of the 7 cm cavity (closed
circles) was measured by comparing two cavities of the same
design. For the 40 cm cavity (open circles), we determine its
frequency stability from a measurement based on the atomic
reference. We lock this laser to the 87Sr clock transition and
subtract off a residual cavity drift of !1:4 mHz=s. These data
include contributions from other technical noise and thus repre-
sents an upper bound on the thermal noise floor. (b) A scatter plot
of the measured excitation fraction when the clock lasers are
locked to the two Sr references. Each point represents the
measured excitation fraction for Sr1 versus Sr2 for the same
duty cycle. The blue points represent data taken under synchro-
nous interrogation using the 7 cm reference cavity, showing a
clear correlation arising from common-mode laser noise. The red
points represent data taken under asynchronous interrogation
with the low-noise 40 cm reference cavity, clearly indicating a
lack of classical correlations. Instead, the distribution indicates
near-QPN-limited performance for independent Sr1 and Sr2. The
inset compares synchronous measurements using the 40 cm
cavity (in green) with the asynchronous data using the same
cavity. This distribution shows a slight correlation, indicating a
small amount of residual laser noise.
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FIG. 3 (color). (a) The Allan deviation of a synchronous
comparison (closed circles) between Sr1 and Sr2 with the low-
noise 40 cm cavity. The self-comparison (open circles) is
ð!1 # !2Þ=

ffiffiffi
2

p
, where !1 and !2 are the frequencies to which

the two servos are locked. Dividing (!1 # !2) by
ffiffiffi
2

p
extrapolates

the self-comparison stability to the expected performance of a
comparison between the Sr2 system and an identical clock. The
dashed line indicates the QPN limit. (b) An asynchronous
comparison between the two Sr clocks (also taken with the
40 cm cavity). The Allan deviation of the comparison fits to
4:4% 10#16=

ffiffiffi
"

p
. The estimated Dick effect is roughly equal to

the predicted QPN of 2:0% 10#16=
ffiffiffi
"

p
(dashed line). The inset

depicts typical scans of the clock transition (open circles). The red
line is a fit to the data using the Rabi model. All stability data
shown in this work represent the combined stability of the two
systems. To infer a single clock stability, one would need to divide
all the data by

ffiffiffi
2

p
.
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An optical lattice clock with accuracy and stability at
the 10218 level
B. J. Bloom1,2*, T. L. Nicholson1,2*, J. R. Williams1,2{, S. L. Campbell1,2, M. Bishof1,2, X. Zhang1,2, W. Zhang1,2, S. L. Bromley1,2

& J. Ye1,2

Progress in atomic, optical and quantum science1,2 has led to rapid
improvements in atomic clocks. At the same time, atomic clock research
has helped to advance the frontiers of science, affecting both fun-
damental and applied research. The ability to control quantum states
of individual atoms and photons is central to quantum information
science and precision measurement, and optical clocks based on single
ions have achieved the lowest systematic uncertainty of any frequency
standard3–5. Although many-atom lattice clocks have shown advan-
tages in measurement precision over trapped-ion clocks6,7, their
accuracy has remained 16 times worse8–10. Here we demonstrate a
many-atom system that achieves an accuracy of 6.4 3 10218, which
is not only better than a single-ion-based clock, but also reduces the
required measurement time by two orders of magnitude. By sys-
tematically evaluating all known sources of uncertainty, including
in situ monitoring of the blackbody radiation environment, we
improve the accuracy of optical lattice clocks by a factor of 22. This
single clock has simultaneously achieved the best known performance
in the key characteristics necessary for consideration as a primary
standard—stability and accuracy. More stable and accurate atomic
clocks will benefit a wide range of fields, such as the realization and
distribution of SI units11, the search for time variation of funda-
mental constants12, clock-based geodesy13 and other precision tests
of the fundamental laws of nature. This work also connects to the
development of quantum sensors and many-body quantum state
engineering14 (such as spin squeezing) to advance measurement pre-
cision beyond the standard quantum limit.

Accuracy for the SI (International System of Units) second is cur-
rently defined by the caesium (Cs) primary standard. However, optical
atomic clocks have now achieved a lower systematic uncertainty3–5,8,12.
This systematic uncertainty will become accuracy once the SI second
has been redefined. Neutral atom clocks with many ultracold atoms
confined in magic-wavelength optical lattices15 have the potential for
much greater precision than ion clocks7–9,16. This potential has been
realized only very recently owing to the improved frequency stability of
optical local oscillators14,17,18, resulting in a record single-clock insta-
bility of 3.1 3 10216/

ffiffiffi
t
p

, where t is the averaging time in seconds6.
This result represents a gain by a factor of 10 in our clock stability, allow-
ing for a factor-of-100 reduction in the averaging time that is required
to reach a desired uncertainty6. Equivalent instability at one second has
also been recently achieved with ytterbium (Yb) optical lattice clocks7

and averaging for seven hours was demonstrated, down to about 23 10218

for a single clock. We used this measurement precision to evaluate the
important systematic effects that have limited optical lattice clocks,
and we achieve a total systematic uncertainty in fractional frequency
of 6.4 3 10218, which is a factor-of-22 improvement over the best
published total uncertainties for optical lattice clocks8–10.

Now that the clock systematic uncertainty has been fully evaluated,
it is a frequency standard at which the statistical uncertainty matches
the total systematic uncertainty within 3,000 s. Combining improved

clock designs with this measurement precision has allowed us to over-
come two main obstacles to achieve the reductions in uncertainty reported
here. First, we must understand and overcome the atomic-interaction-
induced frequency shifts inherent in many-particle clocks19–21. We have
now determined this effect with 6 3 10219 uncertainty. Second, we need
to measure the thermal radiation environment of the lattice-trapped
atoms accurately, because this causes the largest systematic clock shift,
known as the blackbody radiation (BBR) Stark shift. Incomplete knowl-
edge of the thermal radiation impinging upon the atoms has so far dom-
inated lattice clock uncertainty. We demonstrate that a combination
of accurate in situ temperature probes and a thermal enclosure sur-
rounding the clock vacuum chamber allows us to achieve an overall
BBR shift uncertainty of 4.1 3 10218. This progress was enabled by a
precise measurement (performed at the Physikalisch-Technische
Bundesanstalt) of the Sr polarizability22, which governs the magnitude
of the BBR shift. Furthermore, we compared two independent Sr clocks
and they agree within their combined total uncertainty of 5.4 3 10217

over a period of one month.
To demonstrate the improved performance of lattice clocks, we built

two Sr clocks in JILA6,23 (see the Methods Summary for details). Herein
we refer to the first-generation JILA Sr clock as SrI and the newly con-
structed Sr clock as SrII. The recent improvement of low-thermal-
noise optical oscillators allowed us to demonstrate the stability of both
Sr clocks, reaching within a factor of 2 of the quantum projection noise
limit for 2,000 atoms6. We constructed the SrII clock with the goal of
reducing the atomic-interaction-related and BBR-related frequency
uncertainties. Thus, SrII has an optical trap volume about 100 times
larger than that of SrI to reduce the atomic density, along with in situ
BBR probes in vacuum to measure the thermal environment of the
atoms, achieving a total systematic uncertainty of 6.4 3 10218. The
improvement of SrI, on the other hand, has been a modest factor of
2 over our previous result8, now achieving a total systematic uncer-
tainty of 5.3 3 10217.

A major practical concern is the speed with which these clocks reach
agreement at their stated uncertainties. Hence, the low instability of these
Sr clocks (3 3 10218 at about 10,000 s), displayed as the Allan deviation
of their frequency comparison in Fig. 1a, is critical for evaluating sys-
tematic effects in a robust manner. Figure 1b documents a comparison
of the SrI and SrII clocks over a period of one month, showing that their
measured disagreement of nSrII 2 nSrI 5 22.8 3 10217, with 2 3 10218

statistical uncertainty, is within their combined systematic uncertainty
of 5.4 3 10217. The Allan deviation and the binned intercomparison
data showcase the stability and reproducibility of these clocks on both
short and long timescales. This performance level is necessary for a
rigorous evaluation of clock systematics at the 10218 level.

SrI and SrII independently correct for systematic offsets to their mea-
sured atomic frequencies. Table 1 lists the major sources of frequency
shifts D and their related uncertainties s that affect both clocks. The SrI
clock uncertainty is dominated by its BBR shift uncertainty of 4.5 3 10217.

*These authors contributed equally to this work.
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Figure 3 documents a typical 10 min trace of the beat signals
between the three lasers under comparison after removal of the
linear drift. The best long-term stability was observed for the beat
between the silicon cavity-stabilized laser and REF. 1, with
maximum frequency excursions of less than 3 Hz over the full
time period. The two beat signals of silicon–REF. 2 and REF. 2–
REF. 1 show that REF. 2 suffers from noise at a timescale of 10 s
and beyond.

For detailed analysis of the frequency stability of the three
systems, modified Allan deviations39 were determined from the
time records and are shown in Fig. 4 (error bars derived from x2

statistics40,41). The two laser beats involving REF. 1 are limited by
flicker frequency noise to a level of mod sy ≈ 7 × 10216, which is
consistent with the thermal noise floor expected for this reference
laser. The flicker frequency noise of mod sy ≈ 3.3 × 10216 at
0.1–1 s averaging time for the beat between the silicon cavity-
stabilized laser and REF. 2 can be attributed to a large extent to
the thermal noise limit of REF. 2. Baseline fluctuations of the
servo error signal by residual amplitude modulation were actively
controlled to a level of sy , 6 × 10217 for averaging times greater
than 1 s (see Methods).

The narrowest optical linewidth was observed for the beat
between the silicon laser and REF. 2. This signal was analysed by
a digital oscilloscope (Fig. 5a) and a fast Fourier transform analyser
(Fig. 5b). We obtained a typical full-width at half-maximum
(FWHM) of 49(4) mHz, which is the narrowest spectrum of a
beat between two lasers yet observed15. Considering that the
silicon cavity-stabilized laser has the best stability of all three
systems, it is a reasonable estimate that its linewidth is below
35 mHz. The optical coherence time is 10 s. Typically, 70% of the
signal power is concentrated in the central carrier.

To evaluate the performance of each single laser, rigorous three-
cornered hat analysis (including correlations between the three
oscillators) was carried out according to ref. 42. To verify the repro-
ducibility of the analysis the full data set was split into 130 data sets
with a duration of 10 min each. For these data sets, three-cornered
hat analysis was performed, including the effect of possible corre-
lations between the laser systems42. The average instability of each
of the three lasers is shown in Fig. 6 (error bars for the single oscil-
lators represent the sample standard deviation of the mean values).
The averaged Allan covariances are smaller by at least a factor of 10
compared to the individual Allan variances for all averaging times
and therefore reflect the reliability of the three-cornered hat to the
extent given by the error bars. The extracted covariances between
the lasers are comparable in size and therefore do not indicate a pair-
wise correlation between the lasers or any common-mode behaviour.

At short averaging times the two reference lasers are limited to
within a factor of two of their thermal noise floors of #6 × 10216

and #2 × 10216, respectively. The predicted thermal noise for the
silicon cavity-stabilized laser of mod sy ≈ 5 × 10217 is indicated
in the graph. Note that instabilities arising from flicker frequency
noise in a modified Allan plot are reduced by #18% in comparison
to the commonly used standard Allan deviation. The stability of the
laser locked to the silicon cavity clearly surpasses the performance of
the two ULE-cavity-based reference lasers and consequently the
silicon data contain the largest statistical uncertainty. The silicon
cavity system reaches a residual fractional frequency instability of
#1 × 10216 for averaging times of 0.1–1 s and remains at the low
10216 level for averaging times up to 10 s, which is a timescale rel-
evant for long-term stabilization to the strontium atomic frequency
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Figure 5 | Optical heterodyne beat between the silicon cavity system and
REF. 2. a, Beat signal mixed down close to d.c. and recorded with a digital
oscilloscope. b, Normalized fast Fourier transform of the beat signal recorded
with a HP 3561A FFT analyser (37.5 mHz resolution bandwidth, Hanning
window). A Lorentzian fit is indicated by the red line. The combined result of
five consecutive recordings of the beat signal (black dots) is displayed here,
demonstrating the robustness of this record-setting linewidth.
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A sub-40-mHz-linewidth laser based on a silicon
single-crystal optical cavity
T. Kessler1, C. Hagemann1, C. Grebing1, T. Legero1, U. Sterr1, F. Riehle1*,
M. J. Martin2, L. Chen2† and J. Ye2*

State-of-the-art laser frequency stabilization by high-finesse optical cavities is limited fundamentally by thermal noise-
induced cavity length fluctuations. We present a novel design to reduce this thermal noise limit by an order of magnitude
as well as an experimental realization of this new cavity system, demonstrating the most stable oscillator of any kind to
date for averaging times of 0.1–10 s. The cavity spacer and the mirror substrates are both constructed from single-crystal
silicon and are operated at 124 K, where the silicon thermal expansion coefficient is zero and the mechanical loss is small.
The cavity is supported in a vibration-insensitive configuration, which, together with the superior stiffness of the silicon
crystal, reduces the vibration-related noise. With rigorous analysis of heterodyne beat signals among three independent
stable lasers, the silicon system demonstrates a fractional frequency instability of 1 3 10216 at short timescales and
supports a laser linewidth of <40 mHz at 1.5 mm.

Precision optical interferometers are at the heart of the world’s
most accurate measuring science, including optical atomic
clock work1–3, gravitational wave detection4,5, cavity quantum

electrodynamics6, quantum optomechanics7,8 and precision tests
of relativity9. These experiments explore the next frontiers of
measurement science and open new windows for scientific discov-
eries. The ultimate limit to the sensitivity and stability of these inter-
ferometry devices is now set by the Brownian thermomechanical
noise in the interferometer mirrors or spacers10–12. This noise
leads directly to fluctuations in the optical length of the interferom-
eter, degrading the frequency stability of any laser stabilized to it13–15

and impeding the achievement of quantum coherence in a macro-
scopic system. Consequently, attempts have been made—both the-
orically12,16 and experimentally17,18—to lower this limit, which, at
best, is currently given by a fractional instability of !2 × 10216

for averaging times below 10 s (refs 14,15).
Here, we present an approach capable of reducing this thermal

noise limit by at least an order of magnitude. As a result of the fluc-
tuation-dissipation theorem, the thermal noise of an interferometer
made of a crystalline material with a high mechanical quality factor
Q can be reduced significantly compared with conventional glass
materials. Crystalline material can have a superior Young’s
modulus that effectively suppresses the sensitivity of the cavity
length to environmental vibration noise. Furthermore, aging-
related frequency drifts, which are commonly encountered in con-
ventional glass materials, can be suppressed in crystalline materials,
as demonstrated by cryogenic sapphire optical resonators operated
at a temperature of 4.2 K, which have shown a maximum change
in frequency of 2.7 kHz over six months19. However, in these
earlier experiments, the short-term instability was limited to a
level of 2.3 × 10215 for averaging times of 20 s (ref. 20) due to
vibrations of the cryostat.

In our study, we selected silicon single crystal as the high-Q
material for both the cavity spacer and mirror substrates. In contrast
to sapphire, an all-silicon interferometer can be made insensitive to
temperature fluctuations as the coefficient of thermal expansion of

silicon has a zero crossing near 124 K. In this temperature range,
the Q of silicon is orders of magnitude higher than that of conven-
tional cavity glass materials such as ultralow expansion glass (ULE)
or fused silica21. A similar approach has been used with relatively
low-finesse optical Fabry–Pérot interferometers22 and has recently
been proposed for gravitational wave detection23. A further issue
to be solved is the thermal noise associated with the optical
coating, but its contribution can be reduced by using a longer
cavity spacer.

After presenting the detailed design of the silicon crystal cavity,
we report the frequency stabilization of a laser to a high-finesse
silicon interferometer at a wavelength of 1.5 mm, which is in the
near-infrared transmission window of the silicon substrate
between 1.1 and 6.7 mm. By comparison with two other lasers stabil-
ized to state-of-the-art conventional interferometers, we demon-
strate the superior performance of the silicon interferometer by
achieving a laser linewidth of ,40 mHz and short-term instability
at 1 × 10216. The corresponding optical coherence length is .1 ×
109 m, on the order of the length of the proposed Laser
Interferometer Space Antenna (LISA). Although this performance
exceeds that of any oscillator demonstrated to date in the microwave
or optical regions, we emphasize that the novel approach comprising
the use of a single-crystal silicon cavity instead of more traditional
materials such as ULE or sapphire will enable much greater progress
in relation to time, frequency and space–time metrology.

Design of the silicon cavity
Monocrystalline silicon has superior mechanical properties24,
including a high elastic modulus (well above that of optical
glasses) and large thermal conductivity. This thermal conductivity
(500 W m21 K21 at 124 K; ref. 25) is about two orders of magnitude
higher than that of glass (1.31 W m21 K21), which assures an
homogeneous temperature and small local heating from any
absorbed laser radiation. Silicon is a cubic crystal with its largest
Young’s modulus along the ,111. axis (E¼ 187.5 GPa)26; we
have chosen this axis to be the optical axis of the cavity. Taking

1Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany, 2JILA, National Institute of Standards and Technology and
University of Colorado, Department of Physics, 440 UCB, Boulder, Colorado 80309, USA; †Present address: Wuhan Institute of Physics and Mathematics,
Chinese Academy of Sciences, Wuhan, 430071, China. *e-mail: fritz.riehle@ptb.de; ye@jila.colorado.edu

ARTICLES
PUBLISHED ONLINE: 9 SEPTEMBER 2012 | DOI: 10.1038/NPHOTON.2012.217

NATURE PHOTONICS | VOL 6 | OCTOBER 2012 | www.nature.com/naturephotonics 687



Local Oscillator 
(LO) 

Servo 

OUT 

High Q reference 

ωo

e

g

Unperturbed atom 

Cs microwave fountain 
 

stability ~10−14

ω =ωo × (1+ε +α(t))

Atomic clock basics 



Local Oscillator 
(LO) 

Servo 

OUT 

High Q reference 

ωo

e

g

Unperturbed atom 

Cs microwave fountain 
 

stability ~10−14

Optical transitions 

ω =ωo × (1+ε +α(t))

stability ~10−18

Atomic clock basics 

Example: mapping the geoid 



From the ultrastable to the ultrafast 

The femtosecond frequency comb 



From the ultrastable to the ultrafast 

Laser  

~ 1 s 

2.1 fs 

From seconds to femtoseconds… 



From the ultrastable to the ultrafast 

From seconds to femtoseconds… 

Laser  

2.1 fs 

~ 1 s 



From the ultrastable to the ultrafast 

From seconds to femtoseconds… 

Laser  

2.1 fs 
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The gate can generally be complex or even purely imagi-
nary !phase gate". Knowledge of the spectrogram allows
one to reconstruct both the gate G!t" !Trebino, 2000"
and the signal’s complex pulse envelope aL!t"; see Eq.
!6".

2. Spectral interferometry

The temporal evolution of a signal can be inferred
from measuring the amplitudes and relative phases of
their spectral components. The latter can be accessed by
converting spectral phase variations into modulation of
signal amplitude. Spectral phase interferometry for di-
rect electric field reconstruction !SPIDER; Iaconis and
Walmsley, 1998" implements this concept. Let E!!"
=a!!"exp#i"!!"$ be the complex Fourier transform of
E!t" with the real spectral amplitude a!!" and phase
"!!". We generate a second pulse—a “replica” Ereplica!t"
of the first—delayed in time by # and shifted !sheared" in
frequency by a small amount $. Its Fourier transform
will be

areplica!!"exp#i"replica!!"$ = a!! + $"exp#i"!! + $" − i!#$ .

!3"

Spectrally resolved interference of the two pulses at the
detector yields the SPIDER interferogram

SSPIDER!!" % %a!!"exp#i"!!"$

+ areplica!!"exp#i"replica!!"$%2

= %a!!"exp#i"!!"$ + a!! + $"

&exp#i"!! + $" − i!#$%2

= a2!!" + a2!! + $" + 2a!!"a!! + $"

&cos&!# − #"!! + $" − "!!"$' . !4"

It allows one to find the spectral phase "!!" from the
variation of the phase difference "!!+$"−"!!" across
the spectrum: the interferogram maps this phase varia-
tion onto modulation of the amplitude. Since a!!" can
be measured independently, the complex envelope aL!t"
of the pulse #see Eq. !6"$, can be completely recon-
structed. SPIDER also relies on a well-controlled tem-
poral gradient, to impose the frequency shear. One can
think of propagating the original pulse and its time-
delayed replica in a medium which shifts the photon en-
ergy of the delayed pulse in a controlled way. This im-
plies that some property of the medium must have been
changed within the delay interval, requiring the pres-
ence of a controlled temporal gradient. By increasing
the separation between the two pulses, the steepness of
this gradient can be lowered at the expense of increased
demands on the spectrometer’s resolving power. Thus
we conclude that the use of spectral interferometry does
not obviate the need for a gradient in time, but may
substantially relax the requirements on its steepness.
The price to pay is the need for high spectral resolution
and shot-to-shot timing stability !in averaging measure-
ments".

C. Evolution of ultrafast control

By analyzing ultrafast measurements, we have seen
how time- and frequency-domain approaches comple-
ment each other. A similar symbiosis comes to light in
the evolution of approaches to controlling microscopic
dynamics. Here we show that early control approaches
may be regarded as two limits of a general approach,
which converge on the attosecond time scale.

1. Early approaches

The connection between time-domain measurement
and control becomes transparent when considering the
time-domain wave-packet control scenario in Fig. 7
!Rice and Zhao, 2000". A pump pulse promotes the mol-
ecule into an excited electronic state, initiating nuclear
motion. A properly timed control pulse catches the
nuclear wave packet at the right place on its trajectory
along the excited electronic potential energy surface
!PES" to induce a transition toward the desired out-
come.

Timing between oscillations of two narrowband opti-
cal fields was shown to be an alternative approach to
controlling dynamics !Brumer and Shapiro, 2003". In
Fig. 8 we show an example of controlling the transition
between an initial state %i( and a final state %f( with the
superposition of the fields E!!t"=E1 exp!−i!Lt"+c.c.
!inducing a three-photon transition" and E'!t"
=E3 exp!−i't+ i""+c.c. of frequency '=3!L !inducing
a one-photon transition". Our control knob is the rela-
tive phase " between the two colors. In the lowest order

FIG. 7. !Color" Nuclear wave-packet control in a molecule
with short pulses; PES, potential energy surface. A pump pulse
initiates vibrational motion by exciting the molecule into an
excited electronic state. Depending on its time delay with re-
spect to the pump, a control pulse catches the vibrational wave
packet at different parts of its trajectory. Control 1 promotes it
up to the ground state of the molecular ion. At a different
delay !control 2" the molecule will be electronically deexcited,
dumping the wave packet back to an excited vibrational mani-
fold of the ground electronic surface.

170 Ferenc Krausz and Misha Ivanov: Attosecond physics

Rev. Mod. Phys., Vol. 81, No. 1, January–March 2009

Ultrafast Science 
 
Probing (and control) of electronic and nuclear 
motion on femtosecond time scales. 

e.g. nuclear wavepacket control 

Fig. from F. Krausz and M. Ivanov, Rev. Mod. Phys. Vol 81, 163 (2009) 
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Conventional femtosecond lasers, however, generate
pulses with more or less randomly changing phase. Its
stabilization is routinely performed for femtosecond laser
oscillators and has led to a breakthrough in frequency
metrology [10–12]; for a recent review, see [13]. In con-
trast, phase stabilization for amplified pulses is a very
recent achievement [7]. Considering the asymmetry of
the field of few-cycle pulses [14], it appears that an
obvious approach is to look for the signatures of the CE
phase in nonlinear photoionization. Particular emphasis
is given to noninversion symmetric emission of the photo-
electrons, i.e., a different count rate for electrons emitted
to the right and to the left. A number of theoretical
investigations have been devoted to the problem in the
past years [15–20]. Most of them concentrate on total
yields of photoelectrons.

In our experiments xenon atoms were ionized with 5 fs
long laser pulse of peak intensities of nearly 1014 W=cm2.
Absorption of eight photons is necessary in order to
subdue the ionization threshold. As a matter of fact,
processes of much higher order, i.e., absorption of photons
in excess of those necessary for ionization, can be ob-
served, and thus correspondingly high photoelectron en-
ergies. This phenomenon is known as above-threshold
ionization (ATI) [21]. Our experimental approach to ana-
lyzing this phenomenon relies on time-of-flight spectros-
copy; see Fig. 2.

Figure 3(a) shows a series of ATI spectra corresponding
to different CE phases. Pulses with known phase differ-
ences !’ can be realized by delaying the envelope with
respect to the carrier. Since the envelope propagates with
the group velocity and the carrier with the phase velocity
of light, glass dispersion can be used to shift the CE
phase. At a central wavelength of 760 nm adding
52 !m of fused silica will change ’ by 2! without
distinctly affecting the pulse duration. Thus, two glass
wedges which can be shifted with respect to each other
allow any phase to be adjusted (see Fig. 2). Simply by
inspecting the high-energy part ( > 20 eV) of the spectra
one can verify that !’ ! ! corresponds to a change from
left to right, while !’ ! 2! faithfully reproduces the
spectra. For high electron energies, the ratio of left/right
electron yield approaches 1 order of magnitude and can be
controlled by adjusting the CE phase. This constitutes a
new kind of coherent control and, to our knowledge, is the
highest contrast observed so far.

Figure 3(b) displays the ratio of photoemission to the
left and to the right for different spectral regions. The
ratio of high- and low-energy electrons oscillates with a
periodicity of !’ in excellent agreement with the peri-
odicity expected from glass dispersion. Besides the much
higher contrast for high-energy electrons, a phase shift of
both sets of data is also apparent. To determine the CE
phase we have to establish the connection between
the phase of the field and the ATI signal. This is done
by using the high-energy ( > 20 eV) electrons. One
reason certainly is their higher sensitivity to the CE

phase. More importantly, the dominant overall features
in this spectral region are known not to depend on spe-
cific properties of the atomic species or on intensity.
Figure 4 shows a comparison between measurements
and results from classical calculations, the latter taking
into account only high-energy electrons. The concept of
the calculation will be explained below. In the experi-
mental as well as in the theoretical data the ratio of
emission to the left and right depends in a characteristic
way on electron energy and the CE phase. This leads to
the inclined stripes in the false-color representations.
Another common feature is that the asymmetry of left-
right emission increases for increasing electron energy. It
should be noted that, unlike the contrast of asymmetry,
these characteristic features do not depend critically on
pulse shape or pulse duration. The sharp edges visible in
the calculation originate from classical energy conserva-
tion. This artifact is removed by energy-time uncertainty
in quantum mechanics. Matching the characteristic
features of the theoretical and experimental data leads

FIG. 2 (color). ’’Stereo-ATI’’ spectrometer. Two opposing
electrically and magnetically shielded time-of-flight spectrom-
eters are mounted in an ultrahigh vacuum apparatus. Xenon
atoms fed in through a nozzle from the top are ionized in the
focus of a few-cycle laser beam. The focal length is 250 mm
(the lens shown in the sketch is in reality a concave mirror),
and the pulse energy was attenuated to 20 !J. The laser
polarization is linear and parallel to the flight tubes. Note
that the laser field changes sign while propagating through
the focus. Slits with a width of 250 !m are used to discriminate
electrons created outside the laser focus region chosen. The slits
can be moved from outside the vacuum system. A photodiode
(PD) and microchannel plates (MCP) detect the laser pulses
and photoelectrons, respectively. Throughout this Letter, spec-
tra corresponding to electrons detected with the left red-col-
ored (right black-colored) detector are colored in red (black).
The laser repetition rate is 1 kHz and 50 electrons per pulse are
recorded at each MCP. A pair of glass wedges (apex angle 2:8")
is used to optimize dispersion and adjust the CE phase.
Therefore, movement of one wedge by !s introduces !x !
!s tan#2:8"$ glass.

P H Y S I C A L R E V I E W L E T T E R S week ending
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to an unambiguous determination of the CE phase with an
estimated error of !=10.

The calculation used to determine the CE phase is
based on the insight that, at high intensities, ATI can be
understood in terms of quasistatic field ionization at some
time t0 and subsequent classical evolution of the electron
in the laser field [22,23]. For a recent review, see [24]. A
considerable fraction of the photoelectrons generated
when atoms or molecules are exposed to intense laser
pulses do not escape directly. Rather they return to the
ion core within times of typically less than an optical
cycle and in precise synchronization with the electric
field of the laser pulse. The characteristics of returning

electrons can be observed in the kinetic energy spectra of
photoelectrons. The underlying mechanism is elastic scat-
tering of the electrons when they return to the ion core at
time t ! t1 and are subsequently accelerated by the laser
field. As a consequence, photoelectrons with high kinetic
energy can be observed. In the photoelectron spectra, they
manifest themselves in the high-energy plateaulike annex
to the exponentially decreasing count rate at low electron
energies [25,26].

The kinetic energy spectrum of the plateau electrons is
sensitive to the CE phase for several reasons. First of all,
high-energy electrons returning to the ion core can be
created only in subfemtosecond time intervals close to
peaks of the electric field of the laser pulse (see Fig. 1).
However, the probability that they tunnel through the
atomic potential at t0 depends exponentially on the field
strength E"t0# and as few-cycle pulses are involved it is
likely only for those very few optical half-cycles close to
the pulse maximum. Generally, the highest kinetic ener-
gies are reached for electrons returning to the core when
the electric field becomes nearly zero [E"t1# ! 0]. For
few-cycle pulses in addition, the field amplitude E0 needs
to be as high as possible for t > t1 in order to allow
efficient acceleration after rescattering. Since the start
time t0 and return time t1 differ by almost one optical
cycle, both conditions, namely, the highest possible field
strength at t0 and highest possible amplitude after t1 are
hard to meet and result in a strong dependence of photo-
ionization on the CE phase. Number, strength, and timing
of the wave packets lead to distinctive structures in the
ATI spectra. Their analysis therefore provides detailed
information about the key processes of attosecond sci-
ence. Quantum mechanical calculations are in very good
qualitative agreement with this classical treatment [20].

Having established that ATI can be used for precise
determination of the CE phase, an example of the sensi-
tivity of the instrument should be given. In Fig. 3(b) also a
measurement with small steps !’ is shown. This mea-
surement reveals small phase drifts, which have to be
attributed to the laser system and its stabilization scheme.
The phase drifts are of the order of 50 mrad=min, mea-
sured over more than 10 min. As the stereo-ATI phase
meter not only can measure the CE phase and also detect
small phase drifts, it clearly has the potential to be used
in a feedback loop. In this respect it should be emphasized
that the target gas pressure is so low ( < 10$4 mbar) that
the ATI experiment does not affect the laser beam; i.e., a
stereo-ATI phase meter can be placed anywhere in a laser
beam line.

In summary, we have shown that strong-field photo-
ionization provides a very efficient means of measuring
the CE phase of few-cycle femtosecond laser pulses with
no %! phase ambiguity inherent in many other schemes.
Conversely, the emission direction of photoelectrons can
be steered by choosing the CE phase, establishing a new
kind of coherent control scheme. Control of the CE phase
allows one to tailor the field of a few-cycle pulse. A

FIG. 3 (color). (a) Photoelectron spectra for different CE
phases controlled by fine movement of one of the wedges. !x
indicates the glass added hereby. The black curves correspond
to emission to the right (positive direction), the red ones to the
opposite direction. The insets show the corresponding real time
variation of the electric field, as deduced from the phase
assignment shown in Fig. 4. Only without phase stabilization
were identical spectra measured left and right as expected. (b)
Left-right ratio of the total electron yield (circles) and high-
energy electrons (squares) as a function of glass thickness !x
added or subtracted by moving one of the wedges. !x ! 0
corresponds to optimal dispersion compensation, i.e., the short-
est pulses. Maximal left/right ratio for the total yield does not
coincide with that for high-energy electrons. Note the different
scales for low- and high-energy electrons. The upper x scale
indicates the carrier-envelope phase of the pulse, as deduced
from the comparison with theory shown in Fig. 4. The mea-
surement of the CE phase drift was performed by a scan forth
(triangles pointing to the right) and back (triangles pointing to
the left) with finer variation of the glass thickness. The mis-
match at the start and the end point indicates a phase drift of
& 50 mrad=min.
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Extension to the VUV and XUV 

• 	Atomic/molecular	spectroscopy	
(e.g.	H,	He,	He+	H2,H2

+	O2,	NH3,	H2O…)	

•  precision	tests	of	fundamental	
constants	(α	,	me/mp)	and	QED		

•  Molecular	spectroscopy	of	
astrophysical	importance.	

•  Direct	measurement	of	Rydberg	
transi-ons.	
	à	H2	dissocia-on	energy 

50	

H2		



30010030 100010
Wavelength (nm)

Ultrahigh-resolution spectroscopy 
in extreme ultraviolet

VisibleXUV VUV

High Res. Spectroscopy

• Precision tests of fundamental physics

• Simple 3-body systems (i.e. helium), but also complex molecules 

• Nuclear transition clocks

• High-precision test of QED
- Ground state Lamb shift scales as Z4

- Higher-order corrections scale as Z6

He+ 1S-2SHe 1S-2PLi2+ 1S-2S H 1S-2S187U
Nuclear transition Nuclear	transi-on	

Th229	

XUV	 VUV	

Extension to the VUV and XUV 

• 	Nuclear	Spectroscopy?		
•  Isomeric	M1	transi-on	in	Th-229	

(~160	nm)	
•  Thorium	doped	LiCAF	crystals	
•  A	solid-state	nuclear	frequency	

standard?	
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Ultrafast science       MHz repetition rates à higher photon flux 

•  Photoemission spectroscopy of condensed matter 
 

Extension to the VUV and XUV 

•  Coherent diffractive imaging 

àSignal limited by space charge effects per pulse 
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Fig. 2. Tabletop EUV keyhole CDI of a sample with a semi-transparent background. (a)
Schematic of the setup. A second pinhole is inserted into the beam to remove scatter light
form the first pinhole. The inset shows an SEM image of the sample, composed of a 30
nm Cr film deposited on top of a 45-nm-thick Si3N4 membrane. (b) and (c) A zoomed
view of the beam on the CCD before and after inserting the second pinhole. (d) Diffraction
pattern (cropped and centered) from the sample shown to the 1/4 power. The inset shows
the diffraction pattern of the beam when the sample is removed.

tween the first aperture and the sample to spatially filter most of the unwanted scattered light
from the hard edge of the first pinhole (see the sketch of the experimental setup in Fig. 2(a)).
This second aperture was placed 1.4 mm upstream of the circle of least confusion. As shown in
Figs. 2(b) and 2(c), the second aperture removed the majority of the unwanted light scattered
from the first aperture. The sample as positioned at the circle of least confusion, where the il-
lumination spot size was 8 µm in diameter. The detector was placed 5.71 cm away from the
sample. The measured diffraction patterns of the sample and the beam are shown in Fig. 2(d)
and its inset, respectively, corresponding to an NA = 0.20, leading to a theoretical resolution of
0.82l/NA = 118 nm.

In this experiment, the thickness of the sample(⇡ 75 nm) is much less than D/NA = 40
µm, so Eq. (1) is again valid. We write the total complex transmission function as: t(x0,y0) =
t0(x0,y0) +Dt(x0,y0), where t0(x0,y0) is the transmission coefficient of the background unpat-
terned Cr/Si3N4 layers of the sample (⇡ 0.29), and Dt(x0,y0) is the modification to the trans-
mission of the sample due to the etched features. This reconstruction approach is similar to that
used in Fresnel CDI [42]. We write U = F{exp[i p

l z (x
02 + y02)]Ei,Smp(1+

Dt(x0,y0)
t0(x0,y0)

)} where U
has the magnitude proportional to the measured magnitude of the electric field at the detector,
and Dt/t0 is the quantity to be reconstructed in the iterative algorithm. We first calculated the
incident field Ei,Smp using the same approach explained in [43], with the sagittal and tangen-
tial slices through the propagated beam shown in Figs. 3(a) and 3(b). The quantity Dt/t0 is
non-zero only in the feature areas, allowing us to use the shrink-wrap dynamic support con-
straint [20]. An additional constraint on the phase of Dt/t0 to be within [f0�Df/2,f0+Df/2],
where f0 = 2.0 rad and Df = p/2 rad were determined empirically, was found to significantly
speed up the convergence of the iterative reconstruction. The magnitude of t0 was determined
from the ratio of the beam intensity on the CCD with the sample’s Cr/Si3N4 layers in the beam
and that of the sample out of the way. Starting with an initial guess of random phase on the

�����������������86' 5HFHLYHG����-XQ�������UHYLVHG���6HS�������DFFHSWHG���6HS�������SXEOLVKHG����6HS�����
(C) 2013 OSA 23 September 2013 | Vol. 21,  No. 19 | DOI:10.1364/OE.21.021970 | OPTICS EXPRESS  21977

àHigh flux short wavelength source 

Zhang et. al., Opt. Express, 21, 2197 (2013)  
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Use optical cavity to enhance power 



Thanks for your attention! 


