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As noisy intermediate-scale quantum (NISQ) processors increase in size and complexity, their use as
general purpose quantum simulators will rely on algorithms based on the Trotter-Suzuki expansion.
We run quantum simulations on a small, highly accurate quantum processor, and show how one can
optimize simulation accuracy by balancing algorithmic (Trotter) errors against native errors specific
to the quantum hardware at hand. We further study the interplay between native errors, Trotter
errors, and the emergence of chaos as seen in measurements of a time averaged fidelity-out-of-time-

ordered-correlator (FOTOC).

Steady progress in the performance of quantum hardware
has led to the point where quantum devices with several
tens of qubits [1, 2] can operate in regimes that challenge
verification by classical computation [3]. This emerging
class of Noisy, Intermediate-Scale Quantum (NISQ) pro-
cessors [4] will likely continue to grow in size and com-
plexity, while still falling short of the thresholds for error
correction and fault tolerance for some time to come. As
such, they may reach new milestones in the quest for
quantum supremacy, while also reminding us that the
quantum advantage offered by such devices will depend
on factors beyond the raw number of qubits [5]. Among
these are gate fidelity, circuit connectivity, noise suppres-
sion, decoherence, and the computational task itself.

One of the most promising applications of NISQ hard-
ware is in non-error corrected quantum simulation. The
term ” quantum simulator” suggests a programmable de-
vice capable of replicating the dynamics driven by an
arbitrary Hamiltonian. In most cases such simulators
will operate in the circuit paradigm, with access to a
limited set of native Hamiltonians and the gates they
generate. At the basic level, the goal is then to obtain
a coarse-grained version of the evolution driven by some
non-native Hamiltonian H during a time interval from
t = 0 toT. One widely used method is to approxi-
mate a unitary time step with a Trotter-Suzuki expan-
sion [6, 7]. In the simplest case, if H is the sum of two
non-commuting native Hamiltonians H; and Hs , then
e T oy emiiTemiH2T | where ¢TI and e 27 are
part of the native gate set.

Trotter errors generally increase with the step size
7 = T/n, while native errors grow with the number of
gate operations and thus the number of steps n needed
for a simulation of length T'. If so, one expects an opti-
mal step size where the fidelity of the simulation is max-
imized. However, recent work has emphasized that Trot-
terization can lead to instability and chaos in the sim-
ulation of otherwise integrable Hamiltonians, in which
case estimates for the Trotter error are unreliable or too
loose [8]. In this scenario simulation errors may remain
bounded and controlled below a critical step size and in-

crease sharply above it. Therefore, optimizing a Trotter-
ized simulation will involve measuring the level of native
errors, balancing these with models of the Trotter errors,
and checking if chaos is present at the chosen step size.

In this letter we explore the interplay between native
errors, Trotter errors, the emergence of chaos, and the
use of an Out-of-Time-Ordered-Correlator (OTOC) to
detect its presence in an experimental setting. Specifi-
cally, we run Trotterized simulations of the well-known
Lipkin-Meshkov-Glick (LMG) model on a Small, Highly
Accurate Quantum processor, a unique device based on
individual Cs atoms in their electronic ground state.
While the SHAQ processor does not operate in the cir-
cuit paradigm, it is universally programmable via Opti-
mal Control, and offers state-of-the-art control in a 4-
qubit equivalent Hilbert space with dimension d = 16.
Within this Hilbert space we can prepare any quantum
state, implement any unitary map, perform any orthog-
onal measurement, and carry out quantum simulations
with up to 150 iterations of any chosen unitary map with
a fidelity > 0.99 per step. This makes it an excellent
testbed for the study of complex dynamics in quantum
systems. Underlying details of its operation are not per-
tinent here but can be found in the literature [9-11].

As a starting point for experiments, we pick the Lipkin-
Meshkov-Glick (LMG) model [12, 13] as the target for
simulation. The LMG Hamiltonian describes a spin sys-
tem and has the form

Hime _ —(

_ _ S
T (1)

were s controls the relative strengths of the linear and
nonlinear rotations and -y sets the time scale for the evo-
lution. For the remainder of this letter, we set A = v =1,
making the spin, energy, and simulation time dimen-
sionless. The LMG model is equivalent to a fully con-
nected transverse Ising model and undergoes a ground
state quantum phase transition at s = 0.5 where a single
well bifurcates in the classical phase space. The total spin
is conserved because [Hinc, J?] = 0, allowing us to sim-
ulate spins up to J = 15/2 on our processor. This simple
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FIG. 1. (color online) Average simulation infidelity for 12

spin-coherent states, evolved to T" = 20 with a range of Trot-
ter step sizes. For a given 7 the unitary time step is iter-
ated n = T'/7 times. (a) Predicted infidelity when compar-
ing perfect Trotterized evolution, Utwot (7)™, to perfect LMG
evolution, ULma(7)". (Trotter error only, black solid line).
(b) Predicted infidelity when comparing Trotterized evolution
with added native errors to perfect LMG evolution. (Total
error, red dotted line.) (c) Predicted infidelity when compar-
ing Trotterized evolution with added native errors to perfect
Trotterized evolution. (Native errors only, green dashed line.)
(d) Scatter points (red circles and green triangles) are exper-
imentally measured infidelities, in good agreement with the-
oretical predictions. Error bars show one standard deviation
of the mean across the selected initial states.

model is convenient for our purposes, as decomposing
the evolution driven by this Hamiltonian in a first-order
Trotter-Suzuki expansion yields the quantum Kicked Top
(QKT), which is a popular paradigm for quantum chaos
[14, 15]. The exact LMG and Trotterized time steps are
given by

Uinig(r) = 1=t e/20 ), (2

Utyor (T) = ei(l—s)T.]Zei(ST/QJ)Jf’ (2b)

where (2b) is easily recognized as a single iteration of a
QKT with a non-linear rotation oc 7 .

Theoretical study of Trotter expansions suggest errors
grow with step size as 7P+!, where p is the order of the
product formula (here p = 1). In the absence of native
errors, this implies that one should choose the smallest
possible 7 to minimize error when propagating the sim-
ulation to a fixed final time 7. When native errors are
present, they are likely to grow with the number of time
steps (because each unitary time step is slightly imper-
fect), and with the total time for which the processor is
running (due to the cumulative effect of environmental
noise). Our SHAQ processor has native errors of both
kinds, though the former are dominant [11, 16]. How-
ever, Optimal Control on the SHAQ processor is unbi-
ased in regards to the target map: it finds controls of
fixed duration and almost identical fidelity for any uni-

tary target. That means we can use the protocol outlined
in [11] to generate Upyc(7) as well as Uryot(T), without
explicitly separating the latter into two steps. This ef-
fectively simulates the Trotter error for any 7, without
introducing additional native errors. Also, the Hilbert
space dimension of the SHAQ processor is small enough
that we can model its behavior on a classical computer,
yet large enough to display non-trivial dynamics such as
quantum chaos.

The trade-off between native and Trotter errors in our
experiment is illustrated in Fig. 1. Here, we show the
average simulation infidelity for 12 initially spin-coherent
states that evenly cover the spherical phase space of a
spin J = 15/2. Any infidelity < 1 is the result of either
native errors on their own, Trotter errors on their own,
or a combination of both. Also shown are predictions for
the average infidelity based on numerical simulations of
these scenarios, with native errors modeled using the er-
ror model developed in [16]. As can be seen, experimental
data and theoretical predictions are in close agreement,
and both show a clear minimum in infidelity at a distinct
Trotter step size, in this case near 7 = 1. Intuitively, this
happens because a small step size requires many steps,
leading to large native error. Increasing the step size
reduces the number of steps and thus the native error.
Eventually a point is reached where the combined effect
of native and Trotter errors is minimized, and as the step
size is further increased Trotter errors become large and
dominant.

As demonstrated above, native errors set a lower
bound on Trotter step size below which simulations be-
come unreliable. Similarly, Trotter errors set an upper
bound on the useful step size, with the eventual onset
of chaos indicating a definite breakdown in the ability
to perform accurate simulations. This makes it essential
to find signatures of chaos that can be observed on the
quantum processor itself.

In what remains of this letter, we use an out-of-time-
order correlator (OTOC) to determine if chaos is present.
OTOCs have been connected to Lyapunov exponents in
classically chaotic systems [17, 18], making it a physically
motivated choice when looking for quantum chaos. To
measure this OTOC we adopt a procedure detailed in
[19]. As a first step, we choose a spin-coherent initial
state |1hg) = 10, ) = |n), oriented along the 7 direction
in phase space. We then define the OTOC as

F(T) = (o WHT)VIW(T)V |v0), 3)

where V' = |¢9)(tho| is the projector onto the initial
state, Wy = e~ (/"M ig g rotation about the axis 7, and
wW(T) = (U{ﬂmt(T))”WOUTmt(T))” is the time-evolved
version of Wy. In the following we choose o« = 27/d
for optimal resolution. The choice of V makes this a
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FIG. 2.

(color online) Measured FOTOC as a function of simulated time for different Trotter step sizes 7. All plots show the

FOTOC for a spin-coherent state initially oriented along 6 = 0.833m, ¢ = 0, as predicted for the exact LMG model (light red
line), and for the exact Trotterized LMG model (solid black line). Scatter points are experimentally measured values of the
FOTOC at equal intervals. The top row shows data for s = 0.7, the bottom row for s = 0.2

fidelity-OTOC, and Eq. (3) simplifies to

F(T) = (¢o|W(T)|to)|* =

where P, (T') are the (measured) populations and A, are
the eigenangles for the eigenstates of Wy. Thus, a mea-
surement of F(T") can be obtained by forward-evolving
[tho) to time T, measuring populations in the eigenbasis
of Wy, and substituting in Eq. (4).

Examples of raw FOTOC data for a single initial state
are shown in Fig. 2, for different values of s and 7. As
expected when the step size is small, the numerically cal-
culated FOTOC is very similar for Trotterized and exact
LMG evolution. Experimental data from the SHAQ pro-
cessor are in good agreement with theory but show the
impact of native errors for small 7. As the Trotter step
size is increased the native errors are reduced, but the
Trotterized dynamics starts deviating significantly from
the exact LMG model. Most notably, for s = 0.7 and
7 > 4 where chaos is widespread, the FOTOCs decay to
a fraction of their initial value and largely stays there.
For s = 0.2 there is little chaos and the behavior of the
individual FOTOCs is more complex.

Exponential decay of the FOTOC has been associated
with scrambling and chaos, and we do see this behav-
ior in regimes where chaos is present in the dynamics.
However, as has been pointed out in a number of studies
[20-25], rapid decay of the FOTOC can also be attributed
to states initially located near an unstable point in the
classical phase space, which obscures the connection be-
tween the FOTOC and chaos. However, in the regular
regime rapid decay is followed by periodic revivals of the
FOTOC in time, which are absent for chaotic dynamics
[23, 26, 27] . To capture this behavior across states and

time, we measured the FOTOC for an LMG model with
s = 0.7, for 12 initially spin coherent states, and sampled
its value at 10 equidistant points from ¢ = 0 to ¢t = 100.
By averaging over initial states and time samples, we ob-
tained the data points shown in Fig. 3a. Also included
for comparison are illustrations showing the structure of
the classical phase space, along with numerical calcula-
tions of the average FOTOC value predicted for the ex-
act Trotterized LMG model (i. e., the QKT of Eq. 2b),
with and without native errors. Strikingly, as the step
size is increased from 7 = 1 to 7 = 10, the average FO-
TOC decreases as chaos gradually takes over the classical
phase space, saturates at a minimum value when chaos
becomes nearly global, and then recovers again as the
classical phase space becomes more regular.

The saturation point for the average FOTOC can be
compared against two theoretical predictions. First, the
black dash-dotted lines in Fig. 3 shows the expected
FOTOC value when averaged over a large set of Haar
random states,

Tt = g (TR +d, )

This is the value expected if the dynamics were consistent
with random evolution. For large-dimensional systems
(F(T)) 1., approaches 0, but for the relatively small sys-
tem size of d = 16 the average FOTOC takes a value of
(F(T)) 100y = 0.0588 . We see from Fig. 3a that the
Trotterized LMG model does not reach this level of ran-
domness even at its most chaotic, saturating instead at
~ 0.1. This discrepancy is accounted for by a combina-
tion of finite-size effects, time-reversal, and parity sym-
metries in the Floquet operator. As seen in Fig. 3a, when
we compare the experiment against a numerical average
over FOTOCs obtained by randomly choosing evolution
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FIG. 3. (color online) (a) FOTOC values averaged over 12 initial spin coherent states, sampled at 10 points during simulation
from t = 0 to t = 100, for a range of step sizes. The red dashed line shows the mean FOTOC for the exact LMG model, the
solid grey line is a numerical simulation of the exact Trotterized evolution (e, g, a QKT) for s = 0.7, and the green dotted
line is a numerical simulation including native errors. The blue dash-dotted line is the mean FOTOC for states evolved under
10" COE unitaries with e*/*™ symmetry. The black dash-dotted line is the Haar average over the FOTOC observable. Black
scatter points are experimental measurements of the average FOTOC. Error bars/bands indicate one standard deviation of the
mean for all samples. Classical phase space plots at the top show regular (red) and chaotic (blue) regions at the corresponding
step size. (b) Average FOTOC values measured or numerically simulated as in (a), but for an LMG model with s = 0.2.

operators with the appropriate symmetries, we find bet-
ter agreement between experimental data and theoretical
predictions. See [28] for details.

It should be noted that for the time simulated (T' =
100), the mean value of the FOTOC has not reached
steady state for the largest step sizes. In Fig. 3a the
mean FOTOC is seen to increase for 7 > 7 where the
classical phase space gradually becomes more regular.
In numerical simulations we find that increasing T has
minimal effect for step sizes 7 < 7, but does in fact de-
crease (increase) the mean FOTOC for dynamics showing
more (less) chaos when 7 < 7 < 10. For very long sim-
ulations native errors eventually produce a completely
mixed state, which for « = 27 /d yields a FOTOC value
of zero [28]. As indicated by the dashed green line in Fig.
3a, our experiment is far from that limit over the range
of 7 displayed.

To further emphasize the connection between FOTOC
values and the presence of chaos, we repeated the above
experiment for a nonlinear strength s = 0.2. The results
are shown in Fig. 3b. First, we note that in this case
chaos is never widespread in phase space for the Trotter
steps considered, and correspondingly there is no regime
where the mean FOTOC saturates anywhere near the
value observed for random evolution. However, the clas-
sical phase space does undergo bifurcations near 7 = 4
and 7 = 8. These unstable points were studied in [32],
and lead to behavior that can be understood by consider-

ing how the linear and non-linear rotations change with
step size. As 7 is increased, the linear rotation angle
changes in a cyclic manner while remaining bounded by
mod[(1 — s)7,27]. Because of the e!/s™ symmetry, step
sizes for which (1 — s)7 &~ nm (n integer) will reduce the
strength of the linear rotation relative to the non-linear
rotation, and this situation leads to localized chaos. The
behavior is evident for step sizes near 7 =4 and 7 = 8 in
Fig. 3b, where the average FOTOC does decrease, but
the narrow features are qualitatively different from the
deep and broad minimum caused by nearly global chaos
in Fig. 3a. Note that there is a similar instability near
7 = 10 in Fig. 3a, which in this case makes the phase
space less chaotic and causes the average FOTOC value
to increase.

In summary, our experiments highlight some of the
challenges facing quantum simulation on non-error cor-
rected quantum processors. In particular, the interplay
between native and Trotter errors can be studied and
carefully considered when optimizing performance and
minimizing errors. The possibility of chaotic evolution
driven by Trotterization has been studied elsewhere [8],
and in our work we have observed it directly in exper-
iments running on a physical quantum processor. Our
work also shows that a well-chosen out-of-time-ordered
correlator, the fidelity-OTOC (FOTOC), can be mea-
sured and used as a reliable indicator of chaos. Our study
has focused on Trotterization, which can change system



dynamics from regular and integrable to that of a driven
system prone to chaos. Chaos is but one interesting fea-
ture of driven systems; outcomes such as stable subhar-
monic oscillation may also occur for systems exhibiting
a time-crystal phase [33].

Finally, we note that our experiment relies heavily on
the ability to model the SHAQ processor on a classical
computer. In fact, this is essential to its operation when
programming it through Optimal Control, and to the way
we measure control fidelity and FOTOC values. Such
modeling is already infeasible on many of the NISQ pro-
cessors in use today. However, Trotter errors can be esti-
mated to some degree through mathematical analysis [7],
while native processor errors can be estimated through
methods such as elided circuits [1] or Loschmidt echoes
[11, 34]. As for FOTOC values, these can in principle be
accessed on a NISQ processor by evolving forward in time
with the map Uryott (7)™, applying the map Wy, evolving
backward with the map U{\mtt(T)”7 and measuring the
probability of recovering the initial state. If these steps
can be demonstrated in the laboratory, it seems likely
that the FOTOC will prove a useful indicator of chaos
on a broad range of quantum simulators.
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I. HAAR-AVERAGED FOTOC

We consider the fidelity-OTOC
F = (| WIVIWV [) (1)

where V is the projector onto the initial state V' = 1) 9],
and W is a unitary transformation which initially com-
mutes with V. In this case, F' reduces to

F=[{|W ). (2)

In the following, we will be interested in finding the
average F' over Haar-random states. To do this, we
present a derivation of the more general problem of find-
ing the Haar-average over the quantity (A)(B), which
when A = W and B = W' becomes our FOTOC F.
Consider a set of basis states {|n)}, where n = 1,....d
with d being the dimension of the system. We can express
a random state [¢) as

) =Uln) 3)

where U is a random unitary operator drawn from the
uniform Haar measure, and n is arbitrary. Since the op-
erators A and B may be expressed as

A= Z Aqj X4 (4)

B =Y BulkXl (5)
kl

we see that
(ANB) = (Y| AlY)X¢| Bly) (6)
=> A Bu(UNmiUipn(UNmiU (7)
ijkl
= Ai;BuUnUnU;y, Up,.- (8)
ijkl

Therefore, we need to compute the Haar-average of the
expression U;, U, Ujr Uf , which is a fourth-order ‘mono-
mial’ in the matrix elements of U. For low-order mono-
mials like these, closed-form expressions are known [1].

* kwgkuper@email.arizona.edu

In this case, we obtain
b
d(d+1)

Thus, we can take the average of Eq. 8, obtaining

ElU;nUin U U] = (03006 + 0kdus).  (9)

(A)(B) = d 1) Z Ay By + Z Ay Bji (10)
= ﬁ(Tr(A)Tr(B) + Tr(AB)) (11)

with which we may obtain our final result by setting A =
W and B =Wt
(ITe(W

FHaar = )|2 +d) (12)

1
d(d+1)

II. CHOICE OF ROTATION ANGLE

In calculating the FOTOC, we must choose a particular
unitary W which commutes with the projector onto the
initial state V' = |¢o}1o|. In our case, we have chosen
initial states which are spin-coherent, and whose spin is
oriented in the direction given by the azimuthal and polar
angles (0, $). Thus, a natural choice for the unitary W
is a rotation about an axis similarly oriented by (6, ¢):
W = efi(f-ﬁ(G,d)))a (13)
where the rotation a may be arbitrarily chosen. Choosing
a = 0 sets W to the identity, giving us no resolution
on the FOTOC in Eq. 12. To maximize the resolution
of F', we must choose a rotation angle which minimizes
|Tr(W)|2. This is accomplished by the choice
er__2m (14)
T 27 +1 d
which leaves W with pairs of eigenvalues on opposite
sides of the complex unit circle (see Fig 1) and thus
Tr(W) = 0. The resulting Haar-average FOTOC is then
minimized and takes the value

— 1
Faar = ——. 15
H d+1 (15)
For d = 16, we have Faar ~ 0.0588, which is plotted as
a black dash-dotted line in Fig. 3 in the main text.
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FIG. 1. Eigenvalues of W(«a) (with d = 16) plotted on the

complex unit circle for values of a) a = 0, b) a = (%) 2T, c)

3
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III. ROLE OF SYMMETRIES

In the main manuscript we have studied the fidelity-
OTOC as an indicator for the onset of chaos in the dy-
namics of the Trotterized LMG. One of the main features
of quantum chaotic dynamics is that it can dynamically
generate pseudorandom states in Hilbert space starting
from any generic initial configuration. In collective spin
systems such as the one studied here, this implies in par-
ticular that localized product states (i.e. spin coherent
states) become entangled and highly delocalized in phase
space. Absent any other constraints, the resulting state
can be considered to be taken from the uniform distribu-
tion of states in Hilbert space, leading to the calculation
presented in the previous section. However, the spe-
cific physical models studied in this work display particu-
lar symmetries that constrain the generation of random-
ness in the dynamics. In particular, the LMG Hamil-
tonian (cf. Eq. 1 in main text) and its corresponding
unitary evolution operator, and that of its Trotterized
version, display both time-reversal and parity symmetry
for generic choices of the system’s parameters.

A. Time reversal symmetry

Time-reversal symmetry is one of the basic symmetry
groups considered in the context of quantum chaos and

its characterization in terms of random matrices [2].
Time-reversal symmetry of a Floquet operator U can be
associated with the existence of an antiunitary operator
T such that T2 = 1 and TUT~' = U't. This implies
that one can always find a basis in which U is symmet-
ric (see Ref. [2], Sect. 2.12), which in turn constrains
the the values of its matrix elements. Random unitary
matrices which are symmetric but otherwise uniformly
distributed constitute the Circular Orthogonal Ensemble
(COE). For the case of the Kicked Top unitary consid-
ered in the main text, the analysis of the time-reversal
symmetry was originally presented by Haake [3].

Notice that the averages we computed analytically in
the preceeding section were performed over the (uncon-
strained) uniform Haar measure, which is equivalent to
considering the Circular Unitary Ensemble (CUE). Even
though explicit calculations of averages over COE have
been studied in the past [4], the procedure is much more
cumbersome even for second order moments, and so we
will tackle the problem mostly numerically.

B. Parity symmetry

The Floquet operator corresponding to the quantum
Kicked Top, that represents the Trotterized LMG evo-
lution, has the form

UQKT = 67;sz eika (16)
Introducing the parity operator R, = e~ "(/==7)  we see
that

[UQKT,Rz] :OVp,k: (17)
It is easy to see that the parity operator has only two
possible eigenvalues +1. As a result of this symmetry,
the eigenvectors of Uggr are divided into those which
are even (41) under parity and those which are odd (—1).
Any evolution generated by Uggr will preserve parity,
and thus the generation of randomness from any given
state will be hindered by this symmetry.

C. Average FOTOC with symmetries and finite size
effects

We now turn to analyze in closer detail how symmetries
affect the expected value of the fidelity-OTOC in the case
of chaotic motion. As a rule of thumb, the presence of the
symmetries will tend to increase the value of the average
FOTOC above the Haar-random case ~ 1/(d+ 1), which
can be seen as the minimum value. The effect of sym-
metries can be exaggerated if we make specific choices of
W and |¢). For instance, consider a choice of W such
that W = W, @ W_, and take only states of definite
parity, say |¢) = |[¢4), which are taken to be uniformly
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FIG. 2. The mean fidelity-OTOC obtained from the Trotter-
ized evolution of the LMG Hamiltonian from ¢t = 0 to ¢t = 100
for s = 0.7 and various values of the Trotter step sizes, iden-
tical to the grey-colored curve shown in Fig. 3a of the main
text, is compared with predictions of the various random ma-
trix theory ensembles. It can be seen that the additional
symmetry constraints increase the value of the mean fidelity-
OTOC (Ucok vs. Ucok vs. Ucokg parity). In addition, there
are finite-size effects, which are taken into account in obtain-
ing the thick blue line. For more details on these finite-size
effects, see text and refer to Fig. 3. Note that the thick blue
agrees well with the mean fidelity-OTOC obtained from the
Trotterized evolution (grey curve) in the chaotic regime.

distributed in that subspace. An analogous calculation
to that of Section I yields

1

P
T (de +1)

1
Tr(W))? +dy) ———
(‘ I‘( +)| + +) minimum d++1

(18)
Naturally, considering this scenario in presence of sym-
metry is equivalent to performing a calculation on a re-
duced subspace of definite parity, whose dimension is
d+ = d/2. The average FOTOC then is larger than in the
unconstrained case. However, in the protocol described
in the main text we deal with random choices of W, which
will tend to wash out this effect to some degree.

We now discuss the procedure to obtain the average
FOTOC numerically using random matrix theory tech-
niques taking into account the effect of all the symme-
tries. We first sample d/2-dimensional matrices from
the COE ensemble and arrange them into block diag-
onal form UCOE,H(d) = UCQE(d/Q) D UCOE(d/2) SO as
to mimic random matrices generated under the parity
symmetry constraint. The method to sample a matrix
U from the COE is to first sample a matrix V from

CUE using standard techniques and then constructing
U = VTV. We then take the average of the FOTOC
obtained over the same initial conditions used in obtain-
ing the green/gray curve shown on Fig. 3 in the main
text. Finally, we repeat the above process and obtain
an average over different random matrices sampled from
the COE ensemble with parity symmetry. This can be
quantitatively expressed in terms of the following quan-
tity when Ux = Ucogen

E<\<

f(|w(3)>)

1

FN =

1 . .
avg — E é])‘ UI\WJUA "L/)(()j)> |2)

||M?r

(19)

Il
?r‘\»—t

J

where E represents the expectation value over the COE
matrices and the summation over j is performed to obtain
the average over k initial states. The above quantity is
shown by the red dash-dotted line shown in Fig. 2. As
can be seen from the figure, this value does not match
with the FOTOC of W evolved under the Trotterized
LMG in the chaotic regime. We understand this to be a
consequence of the fact that we are dealing with a small
Hilbert space of dimension d = 16. To understand this
further, we define a quantity r,, as shown below

F(/\)

avg

Ly s BN
(20)

Tn =

The above quantity is the ratio of the FOTOC obtained
under a single application of the random matrix Uy on

the initial state averaged over initial conditions (F ((wi])
to the averaged FOTOC obtained from the application
of n number of random unitary (U,) matrices on
the initial state that is also averaged over the initial
conditions. In Fig. 3, we plot r19 as a function of
the Hilbert space dimension. As can be noted, for a
larger dimensional system, the ratio is ~ 1 indicating
no difference between averaged FOTOC obtained from
a single application of the random matrix Uy to the
various applications ((Ux)!® to be specific) of these
matrices on the initial state. However, for a smaller
dimensional Hilbert space such as the one analyzed in
this manuscript (d = 16), the ratio is smaller than one,
and we find that the quantity in the denominator of r1¢
matches better with the theoretically/experimentally
obtained curve. Note that the denominator in rig
is the quantity of interest because we also take 10
sample points along the evolution for T = 100 for
various of Trotter step sizes to obtain the green/grey
colored curves in Fig. 3 of the main text. We find
that this averaged FOTOC over 10 applications of COE
matrices with parity constraint (Ucogm) agrees with
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FIG. 3. The ratio rig(see Eq. 20) of the FOTOC obtained
from the application of a single unitary to the averaged FO-
TOC obtained from the application of 10 random unitaries
sampled from the appropriate ensemble has been plotted
above. As it can be seen, the ratio approaches 1 as the system
size is increased.

the grey/green colored curve for the chaotic values of the
Trotter step size as shown by the solid blue line in Fig. 2.
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