Polarization phase-shifting point-diffraction interferometer

Robert M. Neal and James C. Wyant

A new instrument, the polarization phase-shifting point-diffraction interferometer, has been devel-
oped by use of a birefringent pinhole plate. The interferometer uses polarization to separate the test
and reference beams, interfering what begin as orthogonal polarization states. The instrument is
compact, simple to align, and vibration insensitive and can phase shift without moving parts or
separate reference optics. The theory of the interferometer is presented, along with properties and
fabrication techniques for the birefringent pinhole plate and a new model used to determine the
quality of the reference wavefront from the pinhole as a function of pinhole size and test optic
aberrations. The performance of the interferometer is also presented, along with a detailed error

analysis and experimental results.
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1. Introduction

As technology increases, so does the need for faster,
more accurate metrology equipment. With the need
for higher accuracy, the physical limitations of cur-
rent interferometers are becoming restrictive. Over-
coming these limitations by using current techniques
means building more-complicated systems or increas-
ing computation time. New interferometer designs
make it possible to increase the speed and accuracy of
interferometric measurements while maintaining a
relatively simple system.

To date, despite their obvious advantages for
optical testing, common-path interferometers, such
as scatterplate, Fresnel zone plate, and point-
diffraction interferometers, have been largely ne-
glected for use in phase-shifting interferometry,
primarily because of the difficulty of phase shifting a
common-path interferometer. The common-path de-
sign provides significantly increased environmental
stability and decreased system complexity. Unfortu-
nately, the common-path design also causes problems
in separating the test and reference beams. With both
beams traversing the same path, adding phase in one
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beam without adding it to the other becomes difficult,
thus making phase-shifting difficult.

A few groups of scientists have found clever ways of
phase shifting the point-diffraction interferometer
(PDI). The first to phase shift the PDI was Kwon,
who fabricated a pinhole in a sinusoidal transmission
grating to produce three simultaneous phase-shifted
interferograms.! Kadono et al. were next to phase
shift the PDI by utilizing a series of polarization op-
tics with a pinhole constructed in one of the linear
polarizers.2 Kadono et al. later developed a second
phase-shifting PDI by etching a small pinhole in the
electrodes of a liquid-crystal variable retarder.3 With-
out the electrodes, the liquid crystals inside the pin-
hole do not change phase with applied voltage. Later,
Mercer and Creath phase shifted a similar PDI by
embedding a glass microsphere in a thin liquid-
crystal retarder.* The microsphere created the refer-
ence wavefront, and the liquid crystal produced the
variable phase shift. Most recently, Totzeck et al.
created a phase-shifting PDI by fabricating a small
pinhole in a mica half-wave plate, followed by a vari-
able retarder.’ Immediately after the pinhole, the
test and reference beams have orthogonal polariza-
tions, which are phase shifted after the beams pass
through the variable retarder. In each of these cases,
the phase shifting is done at, or near, the pinhole,
leading to complex pinhole assemblies and the chance
for increased errors.

The polarization phase-shifting point-diffraction
interferometer (PPSPDI) presented in this paper also
uses polarization to separate the test and reference
beams through the use of a birefringent pinhole plate,
interfering what begin as orthogonal polarization
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states. One then accomplishes phase shifting by sim-
ply varying the polarization state of the laser source.
This method greatly simplifies construction of the
pinhole plate and reduces the possible sources of
error.

2. Conventional Point-Diffraction Interferometer

The conventional PDI is a simple common-path in-
terferometer capable of directly measuring optical
wavefronts for metrology and optical testing. The
PDTI’s primary advantage is its common-path design,
in which the test and reference beams travel the
same or almost the same path. This design makes the
PDI extremely useful when environmental isolation
is not possible or a reduction in the number of preci-
sion optics is required.

The PDI is a simple two-beam interferometer
whose reference beam is created from a portion of the
test beam by diffraction by means of a small pinhole
in a semitransparent coating. The operation of the
PDI is shown in Fig. 1.

Light from the laser is sent into a spatial filter
whose pinhole acts as a point source for the test lens.
The spatial filter is positioned at twice the focal dis-
tance in front of the test lens to simulate a 4-fimaging
system with a magnification of —1. The spatial filter
pinhole is chosen sufficiently small that the size of the
focus spot formed by the test lens is due solely to the
diffraction limit of the test lens plus aberrations.
The PDI plate, which one creates by placing a small
pinhole in a semitransparent coating, is placed at the
focus spot of the test lens. The experimental setup
can be modified such that collimated light is incident
onto the test lens, producing a focus spot at the back
focal distance of the test lens. The diameter of the
pinhole created is approximately half of the unaber-
rated Airy disk diameter of the test lens,® or

dpinhole ~ 1.22\ (f#working)~ (1)

This requirement sets the lower limit on the
f-number of a particular optic that can be tested for a
given pinhole diameter. A 5 pm diameter pinhole can
be used to test optics with working f-numbers of 6.5
and larger. The pinhole is aligned such that it is
coincident with a portion, usually the center, of the
focus spot formed by the test lens. The portion of light
incident upon the pinhole is diffracted by the aper-
ture into a spherical wavefront that serves as the
reference wavefront for the interferometer. The di-
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ameter constraint of the pinhole produces a reference
wavefront with only minimal amplitude and phase
variations.® The remainder of the light from the test
lens is attenuated but is otherwise transmitted un-
affected through the semitransparent region sur-
rounding the pinhole, as shown in Fig. 2. With the
PDI pinhole smaller than the Airy disk radius of the
test lens, the angular subtense of the diffracted ref-
erence beam will always be larger than the angular
subtense of the test beam, thus ensuring that the
entire optic is tested.

The test and reference wavefronts pass through the
imaging optics, which form an image of the test lens
that is superimposed with interference fringes on the
CCD camera. For good fringe contrast, the test beam
is carefully attenuated such that the relative inten-
sities of the test and reference beams are similar.
Typical transmittances of the PDI plate are 0.01 to
0.1.7

3. Polarization Phase-Shifting
Point-Diffraction Interferometer

The PPSPDI is a modification of the conventional PDI
that uses polarization changes in the incident beam
to induce a phase shift. The PPSPDI retains the
common-path design and advantages of the conven-
tional PDI, while the novel PDI filter allows for phase
shifting and increased accuracy in phase measure-
ment. The difference in the design lies in the con-
struction of the PDI filter. In the conventional PDI,
the filter is a partially transmitting pinhole plate, but
the PDI filter in the PPSPDI is a pinhole etched into
a thin-film half-wave plate.

The PPSPDI laboratory experiment is illustrated
in Fig. 3. Light from the laser operating at 632.8 nm
passes through the combination of a polarizer and a
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Fig. 2. Operation of the PDI Plate.
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half-wave plate (HWP). The polarizer, oriented at 0°,
is used to isolate a single, linear polarization state,
while the half-wave plate at 22.5° rotates the polar-
ization state such that its output is linearly polarized
at 45°. The polarizer—half-wave-plate combination
ensures selection of linear polarization at any desired
angle by rotation of the half-wave plate. Following
this combination is an electro-optic modulator (EOM)
with electrodes oriented vertically (0°), that is, used
as the phase shifter for the interferometer. When a
voltage is applied to the modulator, the index ellip-
soid of the crystal inside the modulator rotates, pro-
ducing a change in the index of refraction of the
crystal in the plane perpendicular to the electrodes.
In propagating through the crystal, the two orthogo-
nal states, horizontal and vertical, will encounter a
constant natural phase difference without an applied
field owing to the nature of the crystal and an elec-
trically induced phase difference that increases lin-
early with the applied field. Because of this, the
horizontal component, p, encounters a larger optical
path through the crystal and is given an extra phase,
d, that one changes by varying the field applied to the
modulator. Recombining the orthogonal components,
in general, produces elliptical polarization in the out-
put of the modulator. Following the modulator is a
spatial filter with a 5 pm pinhole. The spatial filter
acts as a point source and is positioned at twice the
focal distance in front of the test lens to simulate a 4-f
imaging system with a magnification of —1. The spa-
tial filter pinhole is small, so the size of the focus spot
formed by the test lens is due solely to the diffraction
limit of the lens plus aberrations. The test lens forms
an aberrated focus spot on the PDI plate, located at
twice the focal distance behind the test lens. One
constructs the pinhole plate by etching the pinhole
through a birefringent silicon thin-film half-wave
plate with the fast axis oriented at 45° to the orthog-
onal components of the incident beam, s and p. As
with the conventional PDI, the diameter of the pin-
hole created is approximately half the unaberrated
Airy disk diameter of the test lens,5 or

dpinhole ~ 1.22\ (f#working)a (2)

where the working f-number of the test lens in a 4-f
imaging system is twice the actual lens f-number.

Again, the clear pinhole is aligned such that it is
coincident with the center of the focus spot formed by
the test lens. The portion of light incident on the
pinhole does not encounter the thin-film half-wave
plate and is diffracted into a spherical reference
wavefront, retaining the elliptical polarization
state of the incident beam. The thin film half-wave
plate transmits and attenuates the remainder of the
light from the test lens and rotates the s and p or-
thogonal states by 90°; the s and p states emerge
orthogonal but flipped in orientation, as shown in Fig.
4. This wavefront retains the aberrations of the inci-
dent wavefront and serves as the test wavefront for
the interferometer.

An analyzer with its transmission axis horizontal
placed after the PDI plate isolates one set of orthog-
onal components from the test and reference beams.
Moreover, the analyzer produces two interfering
wavefronts, the test and reference wavefronts, with a
variable phase difference between them. By varying
the voltage applied to the electro-optic modulator, one
can vary the phase difference between the test and
reference wavefronts, causing phase shifting. Both
wavefronts then pass through imaging optics, which
image the plane of test lens onto a rotating ground
glass plate. Interference fringes are superimposed
upon the image of the test lens on the rotating plate.
The rotating ground glass plate reduces the coher-
ence of the system, thereby reducing the spurious
fringes from the protective glass plate in front of the
CCD chip in the camera. The camera optics then
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Fig. 4. Operation of the PPSPDI Plate.
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Fig. 5. Characteristic normal columnar structure for bidirection-
ally deposited birefringent films.8

image the interference pattern produced on the
ground glass plate onto the CCD, as shown in Fig. 3.

4. Properties of the Birefringent Thin-Film and
Manufacture of Pinholes

The most important component in the PPSPDI is a
novel pinhole filter that we constructed by etching a
pinhole into a half-wave-plate birefringent thin film.
The film is deposited through a bidirectional deposi-
tion process presented below. Several methods to etch
the pinhole into the film, such as reactive ion-beam
etching and argon-ion milling, were attempted, but
focused ion-beam etching, also discussed below, was
found to be the best method for etching pinholes into
the birefringent thin films. To our knowledge, we are
the first to attempt to etch patterned features into
such birefringent thin films.

A. Deposition and Properties of Birefringent Thin Films

The pinhole filter in the PPSPDI is created from a
birefringent silicon thin film with a biaxial index
structure. The locations of the three orthogonal prin-
cipal dielectric axes and associated indices of re-
fraction are fixed by the deposition geometry and
symmetry.

Birefringent thin films are deposited in much the
same way as isotropic films. In isotropic films, the
evaporant material is heated in vacuum with either
an electron beam gun or a heated coil, and the evapo-
rant atoms travel from the source to the substrate,
where they condense. The substrate, oriented at an
angle 6 to the evaporation source, is stationary, and
the film grows with a tilted columnar microstructure.
Limited mobility of the evaporant atoms along
with self-shadowing causes the columnar structure
growth. The condensing atoms are unable to move far
enough to fill vacant positions in the shadow of ex-
isting material.®

In the case of the birefringent films, the substrate
is not stationary during deposition. Evaporant atoms
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Fig. 6. Focused ion-beam-etched pinhole in a silicon thin film.

condense on the substrate, but after every few nano-
meters of deposition the substrate is rotated by 180°.
Rotating the substrate causes the columnar micro-
structure to grow normally to the substrate, as illus-
trated in Fig. 5.

The material used for the films is silicon, which is
not birefringent in typical oblique deposition. The
birefringence in the thin films is caused by the nor-
mal columnar microstructure. This birefringence,
which is due to the structure of the film as opposed to
that of the material itself, is termed form birefrin-
gence. For form birefringence the columns are much
thicker or are bunched preferentially in the direction
perpendicular to the deposition plane, and typically
both effects are present. This form birefringence de-
pends on both the column shape and the packing
density of the columns to cause direction-related vari-
ations in the refractive index. This deposition geom-
etry, which causes the columnar structure to grow
normally to the substrate, sets the orientations of the
three principal dielectric axes: normal to the sub-
strate (perpendicular to the columnar structure), per-
pendicular to the deposition plane, and parallel to the
deposition plane.® The direction perpendicular to the
deposition plane, which has a greater packing density
of columns, has a large index of refraction, n,, and is
considered the slow axis for the retarder. The direc-
tion parallel to the deposition plane has a lower index
of refraction, n,, and is the fast axis for the retarder.
The relationship that describes the retardance of the
film in waves for a given wavelength \ is

t

t
Rz(ne—no)XZAn N 3)

where the thickness of the film, ¢, determines the
retardance. For a half-wave plate this gives a film
thickness of

t=o. (4)

The index difference, An, is not constant with wave-
length and is given by a dispersion equation unique
for each film material. An is a function of wavelength
and for the silicon films is



1 1
An)\:An633|:1+C<)\2_6332>:|, (5)

where ¢ was experimentally determined as
—268332 and Angs; is 0.2816.2

Consequently, one may determine the index difference
between the fast and slow axes for any wavelength and
thus the total retardance at any wavelength for any
known film thickness. Now, one may achieve the desired
retardance by depositing a film of a specific, required
thickness.

Although it was designed to be a half-wave plate,
the film used in the PPSPDI was measured on an
Axometrics Muller matrix polarimeter and found to
have a retardance of 160° = 0.5° and a diattenuation
of 20% = 0.5%. This difference was due to some prob-
lems in the deposition process and to uncertainty in
monitoring the retardance in situ.

B. Focused lon-Beam Etching

Focused ion-beam etching (FIBE) was found to be the
best method to etch the pinhole in the silicon thin
film. A focused ion-beam etcher operates similarly to
a scanning-electron microscope, as both instruments
take charged particles from a source, focus them into
abeam, and then scan across small areas of a sample.
A focused ion-beam etcher differs from an electron
microscope by using gallium ions, instead of elec-
trons, to form its beam. As gallium ions are orders of
magnitude more massive than electrons, a FIBE’s ion
beam mills the sample surface instead of imaging it.1°
This etching method provides a way for maskless and
resistless pinhole etching.

The FIBE uses a sharp tungsten needle wetted
with gallium. The tip of the needle is subjected to
high voltage, causing the ejection of gallium ions and
acceleration toward the sample. The gallium ions
are focused by electromagnetic fields into a highly
focused beam and steered to a specific spot on the
sample.!! The kinetic energy of the ions as they strike
the sample causes the ejection of atoms from the
sample through a sputtering process. A wide variety
of shapes is possible by variation of the scan rate,
pattern, and energy of the ion beam as well as the
dwell time of the beam at any given spot.

The focused ion-beam etching of the silicon films
was done by Integrated Reliability Corporation of
San Diego, California. The desired etch pattern is
programmed into the computer controlling the FIBE
that positions and scans the ion source to etch the
features while leaving the remainder of the film un-
touched. The FEI FIB 200 system used has a lateral
ion-beam resolution of 12nm, which for a
5 pm pinhole gives a maximum etch error of 0.25%. It
is possible to etch the feature profile to within 3° of
vertical. An integrated high-magnification micro-
scope was used to image the etched pinhole pictured
in Fig. 6.

Focused ion-beam etching produced the best result
of all etch methods attempted and is the best choice
for the process to create the pinholes for the PPSPDI.

While it required the fewest steps to complete, it
produced features with high lateral resolution and
near-vertical edge profiles.

5. Sources of Error

A mathematical model has been developed to investi-
gate systematic errors in the PPSPDI. Because the test
and reference beams are separated by polarization
state, the PPSPDI is exceptionally sensitive to errors
in the alignments and retardances of its various polar-
ization optics. The three most important of these are
the retardance of the thin film used to construct the
pinhole filter, the angle of the fast axis of the film, and
the angle of the final analyzer used to obtain the in-
terference between the test and reference wavefronts.
In turn, these errors cause discrepancies in the phase
shifts, intensity modulations between phase steps, and
error in the final measured phase.

A. Generalized Jones Matrix Propagation

One can model the PPSPDI using Jones matrices. For
completely polarized systems such as the
PPSPDI, the system elements are represented by
2 X 2 matrices with the incident field represented by
a 2 X 1 matrix. One accomplishes propagation of the
beams by multiplying the incident field by the matrix
for each element in the system, as follows:

E. Output]

{ E, Output] =[Final Element]. . .[2nd Element]
E, Input

X [1st Element] [E Input]‘ (6)

y

For the Jones matrix model to be valid, the test and
reference beams must propagate through the system
separately. While this is a common-path interferom-
eter, the test and reference beams encounter different
optical effects at the pinhole plate, so they must be
propagated separately. Both the test and the refer-
ence beams begin as a single linearly polarized beam
at 45° passing through an electro-optic modulator
that adds a temporal phase to the vertical orthogonal
component. The mathematical equations are

171 07/1
ATest:\é|:0 ei8:|<1)’

171 07/A
ARef:\2[0 eia]<A), (7

where 38 is the temporal phase shift introduced by the
modulator and A is a beam balance constant deter-
mined by the properties of the pinhole filter, which we
discuss presently. Next, the beams pass through the
test optic, where a spatial phase, A, is added to both
components. The spatial phase added to the test and
reference beams is directly related to the optical path
difference or surface error on the test optic. The test
and reference beams are represented by
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(ﬁ). ®)

Other than in the beam balance factor, the two beams
are identical up to this point. After the test optic, the
beams are focused onto the PDI plate. The test beam
passes through the thin-film retarder with retar-
dance ¢ and a fast axis oriented at an angle 6 from
vertical, while the reference beam passes through the
pinhole. The film used in the PPSPDI was measured
on an Axometrics Muller matrix polarimeter and
found to have a retardance of 160° = 0.5° and diat-
tenuation of 20% *+ 0.5%. The diattenuation, which
varied as a function of film thickness, was found to be

modulator. Accordingly, only the test beam is multi-
plied by the matrices associated with the rotated thin
film, while the reference beam loses the matrix asso-
ciated with the test optic. This is the point where the
beam balance factor, A, becomes important. A is de-
termined by the amount of light diffracted by the
pinhole and absorption of the thin film, and it mea-
sures how much light is diffracted by the pinhole into
the reference beam as opposed to transmitted by the
film in the test beam. The closer the balance between
the beams, the closer this value approaches unity.
Experimentally, the transmission of the film along
the fast axis is ~55%. For a moderately aberrated
system, 25% of the incident light is assumed incident
onto the pinhole, which is half the Airy disk size and
centered in the focus spot of the test optic. For these
values, A was assigned a value of 0.6: Therefore the
Jones matrix representation of the beams after the
pinhole plate is

17 cos(—0) sin(—0)][0.8¢* 0
ATest:\2|:—Sin(_e) COS(_G)][ 0 1

| [ omio) [0 ello 0

Rotation Matrix (o Retarder of

1711 07/0.6
ARef_\E 0 eit‘) <06)

Retardance ¢ and
0.8 Diattenuation

Rotation Matrix @

9

a unique property of the silicon film. Different film
materials will have different values of birefringence
and diattenuation. As a result of the diattenuation,
the film absorbs differently along the fast and slow
axes. The diattenuation is due not to an error in the

Finally, the test and reference beams pass through
an analyzer with its transmission axis oriented at an
angle ¢ from horizontal. This gives the final Jones
matrix representation of the test and reference beam
amplitudes at the camera:

A = 1 cos({)? cos(P)sin(P)][ cos(—0)

Test ™ \2[cos(¢)sin(¢) sin()? ][

A 1 cos ()2 cos()sin(p)][1 07/0.6
Ref \2[cos(¢)sin(lb) sin()2 ] [0 eiﬁ] <0.6> :

sin(—6)][0.8 ¢ O] cos(d) sin(6)][e* 0][1 071
—sin(—0) cos(—@)][ 0 1][—3111(9) cos(e)][o em][o eia](1>,

(10)

deposition of the film but instead to the large index
difference, and therefore significantly different ab-
sorption coefficients, between the fast and slow axes
of the film. The diattenuation in the thin film is 20%,
meaning that the slow axis of the film transmits 80%
of the light amplitude transmitted by the fast axis.
The reference beam in passing through the pinhole
loses the spatial phase associated with the test optic
but retains the temporal phase from the electro-optic
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The four amplitude components from the test and
reference beams are added together to give the total
amplitude at the camera. Multiplication of the am-
plitude by its complex conjugate gives the total in-
tensity. The general form of the intensity as a
function of all five variables, 5, A, &, 6, and s, is too
long and complex for presentation here but is pre-
sented in full elsewhere.'2 For each error analysis
presented, all variables except the one under anal-
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ysis are set to their ideal values, allowing an inde-
pendent investigation of each error source to be
made.

B. Retardance of the Thin Film

As stated above, the film used in the PPSPDI was
measured on an Axometrics Muller matrix polarim-
eter and found to have a retardance of 160°
+ 0.5° and a diattenuation of 20% = 0.5%. We in-
vestigated the error resulting from the wrong re-
tardance by setting the angle of the retarder, 6, to
—45° and the transmission axis of the final analyzer
to horizontal. This gives a much simpler expression
for the intensity at the camera as a function of 3, A,
and ¢ only:

I3, A, ¢)=0.59+0.09 cos(8) + 0.03 cos(A)
+0.03 cos(8 + A) + 0.2 cos(d — &)
— 0.2 cos(d + ) + 0.24 cos(A + &)
—0.24 cos(d + A+ ¢). (11

Substituting values of 0°, 90°, 180°, and 270° for &
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facilitates using the above intensity in a four-step
phase-shifting algorithm and yields an equation for
the output phase at the camera as a function of the
retardance of the thin film and the surface phase
from the test optic:

Output phase = arc tan
0.6 sin(A) — 0.8 sin(¢) — 0.48 sin(A + ¢)

0.18 + 0.6 cos(A) — 0.48 cos(A + ¢) (12)

In an ideal situation, the output phase would be iden-
tical to the input phase from the test optic, A; how-
ever, such is not the case. The error between the
input phase from the test optic and the output phase
at the camera is due to both the incorrect retardance
of the thin film and the thin film’s diattenuation. To
calculate the phase error, set ¢ to a value and vary A
from 0 to 2, allowing for all possible phases from the
test optic. The difference between the input phase
and the output phase for each value of A is the phase
error, and the peak-to-valley and rms phase errors
are then determined for each value of . Because each
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input phase is used once, one may consider the peak-
to-valley and rms errors to come from a uniform dis-
tribution of input phase and to be representative of
actual data. This assumption is entirely reasonable
because any interferogram with multiple fringes has
a roughly uniform phase distribution from 0 to 2.
Figure 7 gives peak-to-valley and rms phase errors
for ¢ ranging from 160° to 200°.

With ¢ = 180°, the only source of error is the
diattenuation of the film. With only the 20% diat-
tenuation as a source of error, the peak-to-valley and
the rms phase errors are 0.053 and 0.019 wave, re-
spectively. Even with a perfect half-wave thin film,
the diattenuation still limits the accuracy of the mea-
sured surface phase to approximately \/20 peak to
valley and \/50 rms.

C. Angular Alignment of the Thin Film

Angular alignment of the thin-film retarder used to
create the pinhole is the second major source of error
for the PPSPDI. We determine errors that are due to
the wrong angular alignment of the film by setting the
film retardance to 180° and the transmission axis of
the final analyzer to horizontal. This gives an intensity
expression at the camera in terms of 3, A, and 6:

I(3, A, 6) = 0.18 — 0.48 cos(A)cos’(0) + 0.32 cos*(0)
— 1.08 cos(d + A)cos(0)sin(0)
+ 1.44 cos(d)cos’(0)sin(0)
+ 0.6 cos(A)sin®(0) + 0.82 cos*(0)sin’(0)
- 1.8 cos(S)cos(G)sin3(6) +0.5 sin4(6).
(13)

Substituting values of 0°, 90°, 180°, and 270° for &
makes possible the use of intensity expression (13) in
a four-step phase-shifting algorithm that results in
an equation for the output phase at the camera as a
function of the angle of the thin film, 6, and the sur-
face phase from the test optic, A:

Peok to Volley Error vs. Anglyzer Angle
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Fig. 9. Peak-to-valley and rms phase errors versus final analyzer
angle.

to determine the phase error. Subtracting the input
phase from the output phase allows one to calculate
the peak-to-valley and rms phase errors for each
value of 6. Figure 8 gives the peak-to-valley and rms

0.54 cos(A + 20) — 0.54 cos(A — 20)

Output phase = arc tan

—0.36 cos(0)sin(0) — 2.16 cos(A)cos(0)sin(0) + 0.81 sin(46) |

(14)

The difference between the input phase from the
test optic, A, and the output phase at the camera is
a function of both the angular alignment of the film
and the input phase. Setting the angular alignment
of the film, 6, to zero gives an output phase of
arc tan(0/0) that is undefined, showing that the in-
terferometer does not phase shift because the polar-
ization state of the beam passing through the film
does not rotate as necessary for the instrument to
operate. As in the previous case, 6 is set to a value
near the ideal value of 45° and A is varied from 0 to
2, allowing for all possible phases from the test optic
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phase errors for 6 ranging from —37° to —47°.

The minimum peak-to-valley and rms phase errors
of 1.7 X 10 *and 6.07 X 10 ° waves were found at
—41.8° rotation of the thin film. With an ideal film
retardance of 180°, the effect of the diattenuation is
corrected by rotation of thin film to —41.8° instead of
to —45°.

D. Alignment of the Analyzer

The remaining source of error lies in the alignment of
the transmission axis of the analyzer. To determine
the error that is due solely to the analyzer, we set film



retardance ¢, to 180° and align it at 6 = —45°. The
result is an intensity expression at the camera in
terms of 3, A, and . The intensity expression is too
long and complex to be presented directly here but,
again, is presented in full elsewhere.2 Substituting
values of 0°, 90°, 180°, and 270° for d in the intensity
expression permits using the intensity in a four-step
phase-shifting algorithm, giving an equation for the
output phase at the camera as a function of the align-
ment angle of the analyzer and the phase of the
test optic:

matism are investigated for pinhole sizes ranging
from 50% to 150% of the unaberrated Airy disk di-
ameter of the test optic.

A. Mathematical Model for Reference Wavefront Quality

This model begins at the test lens, represented by a
cylinder function multiplied by an exponential phase
term to include aberrations:

(57 5,9

U(x,, y,) = cyl[d1 ]exp[iZTrW(xp, Yo)ls

Output phase = arc tan

(16)
0.27 cos(A — 44) — 0.27 cos(A + 45) + 1.08 cos(2¢)sin(A)
0.77 + 1.14 cos(A) — 0.03 cos(A — 44) — 0.59 cos(4y) — 0.03 cos(A + 44) |
—0.6 sin(A — 2¢) + 0.6 sin(A + 2i¢) + 2.72 cos()sin (V)
(15)

The difference between input phase A and the calcu-
lated output phase at the camera is a function of both
the input phase and the angle of the transmission
axis of the final analyzer in the system. As in the
other two cases referred to above, we set s to a value
and vary A from 0 to 27 to determine the error for all
possible phases from the test optic for each value of {s.
Subtracting the output phase from the input phase
for all the A values allows the peak-to-valley and rms
phase errors for each value of {s to be determined.
Figure 9 gives the peak-to-valley and rms phase er-
rors for ¢ ranging from 0° to —9.5°.

The minimum peak-to-valley and rms phase errors
of 0.006 and 0.0003 wave are found at —4.4°. With a
film retardance of 180°, rotating the transmission
axis of the analyzer to —4.4° from horizontal can
significantly reduce the effect of the diattenuation.

The calculations show two possible ways to correct
the phase error that is due to the diattenuation in the
films: Rotate the film to —41.8° instead of —45° from
vertical or rotate the transmission axis of the final
analyzer to —4.4° from horizontal. Both methods
work well at correcting the phase error that is due to
diattenuation, but rotating the retarder to —41.8°
provides the best result.

6. Quality of the Reference Wavefront

Just like any point-diffraction interferometer, the
PPSPDI uses no reference optics; instead, it relies on
diffraction from a pinhole to create a spherical refer-
ence wavefront. Ultimately, the quality of this refer-
ence wavefront will limit the accuracy of the PDI
interferometer. Research has been conducted into the
quality of the PDI’s reference wavefront, but in each
case the wavefront incident onto the pinhole was as-
sumed to be a uniformly illuminated plane wave.3
This is not a valid assumption because the amplitude
and the phase incident onto the pinhole are neither
uniform nor planar and depend on the aberrations of
the test optic. Coma, spherical aberration, and astig-

where W(x,, y,) is the aberration function in units of
waves with pupil coordinates x, and y, ranging from
0 at the center to 1 at the edge of the cylinder, de-
scribing all first- and third-order aberrations. The
optical field from the test lens is brought to focus at
the PDI plate, where the focus spot formed is the
Fourier transform of the lens pupil function. For this
model the pinhole is assumed to have perfect trans-
mission, while the area outside the pinhole has zero
transmission. This permits investigation of the refer-
ence wavefront independently of the test wavefront,
because the test wavefront is not transmitted by the
area around the pinhole. The field is multiplied by the
pinhole, represented by a second cylinder function
with diameter d,, which has the effect of spatial fil-
tering the field before the pinhole, removing the high
frequencies and permitting transmission of only the
lower frequencies:

Ul(xs, y2) = Fq eyl T d, exp[i2mW(x, ¥s)]

2 4, 2)1/2

x cyl[(xz e ) ] a7
2

where ¥ represents a Fourier transform. After the
pinhole, the optical field propagates to the far field,
mathematically represented by a second Fourier
transform of the field just after the pinhole. This pro-
duces the same effect as using a lens to image the field
onto a camera, just as the actual operation of the in-
terferometer does. Neglecting multiplicative constants
yields the following optical field at the image plane:

(x 2 +y 2)1/2 -
U(xs, y3) = cyl[g’dl3 exp[i2nW(xs, y3)]

x 2 + 2\1/2
2
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where (++*) is a two-dimensional convolution across x
and y.

There are two planes of interest in the model: the
plane just before the pinhole and the final image
plane. Determining the amplitude and the phase of
the optical field before the pinhole will verify under
what conditions, if any, the previously held assump-
tion of a uniform plane wave striking the pinhole is
valid. The variation in phase across the final image
plane gives the error in the reference wavefront. The
larger the variations in the phase, the worse the qual-
ity of the reference wavefront for the PPSPDI.

In the model, aberration values ranging from 0 to 6
waves of spherical aberration, coma, and astigma-
tism are applied to the test lens. In each case, the
pinhole size is allowed to vary from 50% to 150% of
the Airy disk diameter. Each aberration can then be
analyzed separately as to its effect on the quality of
the reference wavefront as a function of aberration
magnitude and pinhole size.

B. Spherical Aberration

Spherical aberration is the first aberration used in
the model, and, with spherical aberration only, the
lens pupil function becomes

eXp[iZwW40(xp2 + yPZ)Q],
(19)

U(x,, y,) =cyl

[(xﬁ +9,°)" 2]

d,

where W,, is the number of waves of spherical aber-
ration and the Fourier transform gives the optical
field just before the pinhole.

For small values of spherical aberration, approxi-
mately two waves or fewer, and a pinhole diameter
half the size of the diffraction-limited Airy disk, there
is little variation in amplitude and phase across the
pinhole, so the assumption of an incident plane wave
is valid. But this assumption does not hold true for all
values of spherical aberration, as the variations in
phase and amplitude change as the amount of spher-
ical aberration is varied. As the pinhole size increases
to 100% or 150% of the Airy disk diameter, the vari-
ations in phase and amplitude increase and the inci-
dent plane-wave assumption is also no longer valid.
Although there are special cases in which the plane-
wave assumption is valid, in general, when the test
wavefront incident onto the pinhole contains even
small amounts of spherical aberration, the incident
plane-wave assumption is invalid.

After multiplication by the pinhole, the optical field
is Fourier transformed to simulate propagation to the
final image plane. The peak-to-valley error of
the phase of the optical field across the final image
plane is calculated and gives the maximum error in
the reference wavefront for the PPSPDI as a function
of pinhole diameter and amount of spherical aberra-
tion. Figure 10 shows the reference wavefront error
as a function of the amount of spherical aberration
included in the model for pinhole diameters ranging
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Fig. 10. Reference wavefront error versus spherical aberration
for various pinhole sizes.

from 50% to 150% of the unaberrated Airy disk di-
ameter of the test optic.

For a pinhole that is half of the Airy disk diameter,
the maximum wavefront error of 0.004 wave occurs
with 0.7 wave of spherical aberration added to the
incident wavefront. This is the point of maximum
variation in the amplitude and phase incident onto
the pinhole. For pinhole diameters of 75% and 100%
of the Airy disk, the maximum wavefront errors in-
crease to 0.033 and 0.188 wave at 0.7 wave of added
spherical aberration. This is the point of maximum
variation in amplitude and phase for these larger
pinhole sizes as well. It is apparent that for 0.7 wave
of incident spherical aberration, the amplitude and
the phase across the pinhole for all diameters less
than the Airy disk are neither uniform nor planar
and again invalidate the assumption of a uniformly
illuminated plane wave striking the pinhole. For
larger pinholes, the wavefront error increases dra-
matically to ~1 wave of added spherical aberration
and then levels off, approaching 0.5 wave at 6 waves
of added spherical aberration. There is a significant
decrease in the amplitude of the oscillations of the
wavefront error with increasing incident spherical
aberration for all pinhole sizes.

Adding an equal but opposite amount of defocus to
the spherical aberration to maximize the Strehl ratio
reduces the reference wavefront error for pinholes up
to the size of the test lens’s Airy disk diameter. The
addition of the defocus has the effect of minimizing
the rms wavefront error at the pinhole. For a pinhole
equal to the Airy disk diameter of the test lens, the
maximum reference wavefront error is 0.188 wave at
0.7 wave of incident spherical aberration. Adding de-
focus reduces the maximum error in the reference
wavefront to 0.046 wave at 2.5 waves of spherical
aberration and —2.5 waves of defocus. This is a
factor-of-four decrease in the reference wavefront er-
ror. For pinholes larger than the Airy disk diameter
of the test lens, the effect of adding defocus to the
incident wavefront is negligible.

As shown above, the larger the variations in am-
plitude and phase across the pinhole, the larger the



error in the diffracted reference wavefront. Al-
though this result is not unexpected, it does give
insight into why it is a common practice to create a
PDI pinhole whose diameter is no more than half of
the unaberrated Airy disk diameter of the test optic.
The smaller the pinhole diameter, the smaller the
variations in amplitude and phase across the pin-
hole are, regardless of the incident aberrations. For
a pinhole that is half of the Airy disk diameter of the
test lens, the variations in amplitude and phase
caused by spherical aberration cause a maximum
error in the reference wavefront of only 0.004 wave.

C. Astigmatism

Astigmatism is the second aberration used in the
model, and, looking only at astigmatism, the lens
pupil function becomes

X2 +y 2)2
U(x,, y,) = cyl[(pdl”]exp[iZTrWZZypz],

(20)

where W,, is the number of waves of astigmatism
added to the simulation. This function is Fourier
transformed to give the optical field just before the
pinhole. With a pinhole diameter equal to half of the
unaberrated Airy disk diameter of the test lens and
small amounts of astigmatism, neither the amplitude
nor the phase of the wavefront at the pinhole can be
considered uniform or planar. Once again, the imme-
diate conclusion is the incident plane-wave assump-
tion is invalid. In fact, this holds true for all values of
astigmatism and pinhole size.

After multiplication by the pinhole, the optical field
is Fourier transformed to simulate propagation to
the final image plane. The peak-to-valley error of
the phase of the optical field across the final image
plane is calculated and gives the maximum error in
the reference wavefront for the PPSPDI as a function
of pinhole diameter and amount of astigmatism. Fig-
ure 11 shows the reference wavefront error as a func-
tion of the amount of astigmatism included in the
model for pinhole diameters ranging from 50% to
150% of the unaberrated Airy disk diameter of the
test optic.

In this case, there appear to be two distinct func-
tional forms for the wavefront error, i.e., for pinholes
less than the Airy disk diameter and for pinholes
equal to or greater than the Airy disk diameter.
Whereas again the wavefront error oscillates with
increasing aberration for all pinhole sizes, for pin-
holes equal to the Airy disk diameter and greater, the
wavefront error increases sharply to ~1 wave of
added astigmatism. Then the amplitude of the oscil-
lation decreases, with the average value of the wave-
front error approaching 0.5 wave at 6 waves of added
astigmatism. For the smaller pinholes, the functional
form is similar to the form found for spherical aber-
ration, with an initial peak of ~0.7 wave of added
astigmatism and then a decrease in both the ampli-
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Fig. 11. Reference wavefront error versus astigmatism for vari-
ous pinhole sizes.

tude and the average value of the oscillation of the
wavefront error with increasing astigmatism.

D. Coma

Coma is the last aberration used in the simulation.
With coma only, the lens pupil function becomes

0"
U(xps ¥p) cyl[ d,

X exp[i2nWyy(x,” +y,7)y,], (2D
where W3, is the number of waves of coma added for
the simulation. This function is Fourier transformed
to give the optical field just before the pinhole. Even
with two waves of coma in the incident wavefront, the
phase across a pinhole half the size of the Airy disk is
planar. But the variations in amplitude keep the uni-
formly illuminated plane-wave approximation from
being valid. As the pinhole size increases to 100% and
150% of the Airy disk diameter, the variations in
amplitude increase along both profiles. Under no cir-
cumstances of pinhole size or incident amount of
coma was the uniformly illuminated plane-wave ap-
proximation valid.

After multiplication by the pinhole, the optical field
is Fourier transformed to simulate propagation to
the final image plane. The peak-to-valley error of the
phase of the optical field across the final image plane
is calculated and gives the maximum error in the
diffracted reference wavefront for the PPSPDI as a
function of pinhole diameter and amount of coma
added to the simulation. Figure 12 shows the refer-
ence wavefront error as a function of the amount of
coma included in the simulation for pinhole diame-
ters ranging from 25% to 150% of the unaberrated
Airy disk diameter of the test optic. The pinhole di-
ameter is reduced to 25% of the Airy disk diameter to
successfully moderate the errors induced by the
added coma.

For coma there appears to be only a single func-
tional form for all pinhole sizes. There is an initial
increase in the error to a peak that occurs from 0.7
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Fig. 12. Reference wavefront error versus coma for various pin-
hole sizes.

wave of coma for the 25% pinhole to 1.2 waves for the
150% pinhole, followed by the now expected oscilla-
tion of the wavefront error with increasing aberra-
tion. The amplitude of the oscillation decreases as the
amount of added coma increases. Unlike in the pre-
vious two cases, the average value of the oscillations
does not change with increasing aberration but re-
mains relatively constant. For a pinhole that is one
quarter of the Airy disk diameter, the maximum
wavefront error in the diffracted wave is 0.026 wave
at 0.7 wave of incident coma. For a pinhole that is one
half of the Airy disk diameter, the maximum error
increases to 0.14 wave at the same 0.7 waves of inci-
dent coma, the point of maximum variation in ampli-
tude and phase at the pinhole for these pinhole sizes.
This error is significantly larger than was found for
both spherical aberration and astigmatism for the
same pinhole size.

From these results, the diffracted reference wave-
front is much more susceptible to errors that are due
to coma in the incident beam than to either spherical
aberration or astigmatism. For both spherical aber-
ration and astigmatism, the variations in amplitude
and phase across the pinhole are symmetric. Such is
not the case with coma, as the shift in the central
peak of the amplitude with increased aberration
causes the amplitude variations across the pinhole to
be nonsymmetric. This difference could account for
the increased sensitivity of the reference wavefront to
coma compared with spherical aberration and astig-
matism.

7. Experimental Results

Before the performance of the PPSPDI can be pre-
sented, the specifics of the measurements must be
discussed. The PPSPDI was set up as shown in Fig. 3
with the spatial filter positioned at twice the focal
distance in front of the test lens to simulate a 4-f
imaging system. The lens tested was a 42 mm diam-
eter biconvex singlet with 200 mm focal length, giv-
ing an f~-number of 4.75. In the 4-f configuration, the
lens operated at an effective f-number of 9.5. Using a
He—Ne laser at 0.6328 pm yielded a diameter of
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Measurement with the Commercial Phase-
Shifting Fizeau Interferometer

Measurement with the Polarization Phase-
Shifting Point-Diffraction Interferometer

Fig. 13. Comparison of measurements of the test lens made with
a commercial phase-shifting Fizeau interferometer and with the
PPSPDI.

14.7 pm for the diffraction-limited Airy disk formed
at the rear focus of the lens. A pinhole diameter of
5 pm, 34% of the test lens Airy disk diameter, was
used to minimize errors in the reference wavefront,
improving the performance of the PPSPDI. Only ap-
proximately the center 70%, or 34 mm, of the lens
could be tested because of the presence of large ab-
errations and high-frequency fringes near the edges
of the interferograms that could not be resolved by
the camera.

The best way to determine the accuracy of the PP-
SPDI is to compare a measurement with a calibrated
instrument. Figure 13 shows the surface plots of the
test lens obtained with the PPSPDI and with a com-
mercial phase-shifting Fizeau interferometer.

The differences in Seidel coefficients for spherical
aberration, astigmatism, and coma are 0.007, 0.144,
and 0.171 wave, respectively. The coefficients for
spherical aberration compare favorably. Although
the coefficients for coma and astigmatism do not com-
pare so well, the differences can be attributed to mis-



alignment and tilt of the measured portion of the test
lens from one instrument to the other. The difference
in the astigmatism of 0.144 wave is caused by a dif-
ference in the tilt of the test lens between the two
measurements. Assuming that there is no tilt of the
test lens during the PPSPDI measurement, the dif-
ference of 0.144 wave is due to a tilt in the test lens
when the measurement was made on the commercial
Fizeau interferometer. Through simulations, the dif-
ference of 0.144 wave was found to be induced by a tilt
angle of 0.61°. As the entire aperture of the lens was
not tested, it is possible that the areas tested on the
two instruments are slightly shifted. This would ac-
count for the difference in the coma values of 0.171
wave. We determine the amount of misalignment
necessary to induce this coma by taking the differ-
ence of two shifted spherical aberration terms and
setting it equal to the coma difference. With a mea-
surement area radius of 17 mm, the shift in the two
areas necessary to induce the 0.171 wave of coma is
70 pm.

The most important requirements when one is de-
termining the performance of an interferometer are
the accuracy and repeatability of the instrument. The
accuracy of the instrument can be determined by
comparison of a measurement with the same mea-
surement on another instrument, done above. The
repeatability gives an indication as to whether the
interferometer results can be trusted from one mea-
surement to the next and is determined by subtrac-
tion of two consecutive measurements. Figure 14
shows the subtraction of the two measurements.

The resultant rms error is 0.032 wave. This gives a
system repeatability of just under \/30. Careful in-
spection of Fig. 14 shows that the peaks in the error
occur in what appear to be concentric rings occurring
at roughly double the frequency of the fringes in the
original interferograms. The most obvious cause of
this error in the repeatability is phase-shift errors in
the two measurements. The average phase shift
across all frames in both measurements was found to
be 90.85°, with a rms error of 2.1°. It is believed that
the phase-shift error is due to the 20% diattenuation,
which causes small fringe contrast changes from
one phase-shifted interferogram to the next. The
fringe contrast changes in successive interferograms
were corrected in software before the final surface
phase map was calculated, so the final phase error
that resulted from the changes is negligible.

8. Discussion

In this paper we have described the development of
a new interferometer, the polarization phase-
shifting point-diffraction interferometer (PPSPDI).
The PPSPDI uses a custom pinhole plate made by
etching a pinhole into a bidirectionally deposited
thin film, using a focused ion-beam etching tech-
nique, to separate the test and reference beams
based on their polarization states. The half-wave
birefringent pinhole plate, along with a polarizer,
interfere what begin as orthogonally polarized test
and reference beams, which can be phase shifted by

Fig. 14. Subtraction of two consecutive measurements: OPDs,
optical path differences.

application of a voltage to an electro-optic modula-
tor located next to the laser source.

The most significant limitation in the PPSPDI is
the birefringent thin film used to create the half-
wave-plate pinhole filter. The wrong retardance
along with significant diattenuation caused problems
in getting the PPSPDI to operate correctly. Consid-
ering the problems with the thin films, the PPSPDI’s
performance was admirable. The measurement of the
test lens on the PPSPDI compared favorably with the
result for the same lens on the commercial inter-
ferometer. Subtracting two consecutive measure-
ments demonstrated a measurement repeatability of
better than A/30. Correcting the problems in the dep-
osition of the thin films would significantly improve
the performance of the PPSPDI.

The authors thank Ian Hodgkinson and Qihong
Wu of The University of Otago, New Zealand, for
providing numerous sets of thin films and Engineer-
ing Synthesis Design, Inc., for donating a copy of
Intelliwave (phase-shift control software) to control
the PPSPDI.
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