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Abstract 

 
This thesis presents the design and fabrication of a holographic diffractive optical element (DOE) 

similar in concept to a Dammann grating that produces an array of uniformly spaced laser beams 

of equal irradiance. To produce an angular offset between the 0th order and the array of higher 

order beams, two-dimensional computer-generated hologram (CGH) design techniques are 

employed. Starting with a base Gerchberg-Saxton algorithm, modifications are introduced to 

factor in the source distribution and to make the array of beams more uniform in irradiance. An 

initial design, fabrication, and test phase is carried out using a 650 nm source to allow for rapid 

on-site design iteration cycles and the timely correction of unforeseen issues before samples are 

fabricated for a 1064 nm source. Fused silica etch process development is done in parallel with 

the design iterations. Preliminary samples are fabricated using pre-established grayscale 

photolithography procedures, and the final sample is etched into fused silica to be used in an 

undisclosed high-power application. 
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Chapter 1 

Introduction 
1.1 Dammann Gratings 

This thesis project involves the design and fabrication of a Dammann-style grating, or a 

transmission phase modulation grating that produces a uniform grid of laser beams [2]. In a 

seminal paper by Dammann and Görtler published in 1971 [4], binary phase grating structures 

are shown to be able to generate an array of laser beams that are uniform in irradiance. As shown 

in the figure below, the duty length of the binary structures can be tuned to produce a specified 

number of diffraction orders. 

 

Figure 1. Dammann and Görtler 1971 [4]. Binary phase structures that generate 3, 7, 11, 15, and 

19 diffraction orders of uniform irradiance 

While binary phase gratings are simpler to fabricate, note that the binary gratings have 

diffraction efficiencies of less than 70%. Dammann and Görtler show that when multi-level 

structures that approach continuous groove-shapes are fabricated, diffraction efficiencies of up to 
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96% can be achieved. Diffraction efficiency in this case is the total percentage of light diffracted 

into the uniform orders. The maximum amount of phase modulation introduced is 2𝜋𝜋 or one 

wavelength. For this project, previous characterization work on a maskless photolithographic 

tool allowed for the fabrication of multi-level or grayscale phase structures that approach the 

continuous phase structures described by Dammann and Görtler [4]. 

 

Figure 2. Dammann and Görtler 1971 [4]. Continuous phase modulation structures are used to 

increase diffraction efficiency. The dotted lines represent sinusoidal groove shapes. 

1.2 Project Scope 

This project involved the design of a DOE that produced a single array of diffracted 

orders, or signal orders, with an angular offset between the 0th order and higher order diffracted 

beams, as shown in Figure 3. This angular offset, combined with the optomechanical 

requirement for it to be achieved using a single flat 1-4 mm thick element, called for the use of a 

two-dimensional holographic pattern. 
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Figure 3. Schematic showing intended implementation of DOE 

Note that the groove patterns described by Dammann and Görtler in 1971 are one-

dimensional patterns because the diffractive grooves run vertically across the active area of the 

fabricated DOE. A two-dimensional phase grating can also be referred to as a computer-

generated hologram (CGH) because it physically stores the phase information necessary to 

recreate a specified image. The term “computer-generated” derives from the fact that these 

hologram designs are produced digitally, without the use of interference-based encoding 

techniques used in traditional holography. The advent of CGH design as well as lithography-

based microfabrication has opened the door for increasingly precise wavefront modulation useful 

for a host of applications. 

 

Figure 4. Example of a one-dimensional grating, which is not in the scope of this project. Figure 

courtesy of GoPhotonics.com [2] 
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1.3 Project Overview 

For the purposes of design and simulation, it is assumed that the laser beam is normally 

incident on the DOE surface and the image plane is designed to include this angular offset in 

signal orders. Figures 3 and 5 show that the 0th order is simply undeviated light that goes through 

the DOE and does not get diffracted in the direction of the signal orders. If the CGH is fabricated 

to have the correct depth, the amount of light into the 0th order will approach the ideal of zero 

percent. 

 

Figure 5. Schematic showing configuration assumed for the purposes of DOE design 

To design the DOE, a bitmap file is created to represent the desired image plane, as 

shown in Figure 6. This bitmap file is then fed through a Gerchberg-Saxton algorithm, which 

utilizes a series of Fourier transforms to translate back and forth between the desired image plane 

and the phase map plane or CGH plane. Constraints on irradiance are placed on each subsequent 

Fourier transform, allowing the algorithm to find a phase map that corresponds to the desired 

image plane. This phase map is then translated into etch depths on the order of tens of 

nanometers when fabricated. Details of the design process is presented in Chapter 2. 
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Figure 6. Specially designed image plane with 20 signal orders offset from center line 

The phase map consists of matrix of grayscale values ranging from 0 to 255, with higher 

values representing deeper etch depth and therefore less phase delay introduced. When a 

collimated laser beam is incident on the phase modulation surface, or the DOE surface, each 

point on the phase map introduces a different amount of phase delay to the incident wavefront, 

thus precisely reshaping the wavefront so that the desired array of laser beams is produced in the 

image plane. For the purposes of fabrication, grayscale values are translated to exposure dosages 

in a maskless photolithography machine [13]. Since the CGH is fabricated with a positive 

photoresist, areas that are exposed to a high dosage of light correspond to areas of greater etch 

depth after development. Details of the fabrication process is presented in Chapter 3. 
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Figure 7. (Right) A 512x512 phase map. (Left) Closeup of phase map. 

1.4 Design Specifications 

The initial specifications for the DOE are displayed in Table 1, which are for the desired 

angular separation of signal orders produced by the DOE. 

 

Table 1. Imaging Specifications 

Figure 8 shows the desired 0.7-degree offset between the 0th order beam and the array of 

signal order beams. The desired angular separation between signal order beams is 0.035 degrees. 

The DOE is designed to maximize light into the 20 signal orders, while minimizing light into the 

higher orders and the 0th order. Since the 20 signal orders are in the position commonly 

associated with the +/- 10 odd diffraction orders, the signal orders may be referred to as the +/- 

10 orders in this thesis. 
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Figure 8. Desired angular separation between diffracted orders 

In addition to the main specifications regarding the angular separation of generated laser 

beams, goals were also established regarding the absolute diffraction efficiency, which is defined 

as the percentage of light incident on the DOE that gets diffracted into the 20 signal orders. The 

peak-to-valley (PV) uniformity is the peak-to-minimum signal power divided by the average 

signal power. The ideal PV uniformity is for each of the 20 signal orders to have equal 

irradiance, or to have 0% PV uniformity.  That is, 

𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 = max(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐷𝐷𝐷𝐷)−min (𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐷𝐷𝐷𝐷)
𝑚𝑚𝑟𝑟𝑟𝑟𝑚𝑚(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐷𝐷𝐷𝐷)   

(1) 

Another parameter relevant to this project is the relative diffraction efficiency, which is 

defined as the percentage of light that is diffracted into one of the 20 signal orders. The ideal 

relative diffractive efficiency is 5%, since 100 divided by 20 is 5. 

Table 2 shows other specifications that are relevant to the project, including the operation 

wavelength of 1064 nm and the 1
𝑟𝑟2

 beam diameter. These parameters have a major bearing on the 

design of the DOE. Throughout the prototyping process, the phase map designs are only etched 

in photoresist to allow for a rapid design and test cycle. However, the final phase map design is 
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etched in fused silica since the desired application for this DOE involves a high-power laser that 

could vaporize photoresist. 

 

Table 2. DOE Performance Specifications 

1.5 Project Phases 

The first phase of this project involves design and fabrication at 650 nm. Since a 650 nm 

laser is readily available, initial rapid design and testing cycles at this visible wavelength allow 

for the correction unforeseen challenges and the collection of a proof-of-concept result before 

preparing samples to test at 1064 nm. 
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Chapter 2 

CGH Design 

2.1 Pixel Size Calculations 

The pixel size or address unit (AU) of a fabricated CGH design determines the angular 

width of the reconstructed image, like how the grating period of a diffraction grating determines 

the diffraction angle of diffraction orders. It can be observed that the form of the equation for AU 

is like the diffraction equation, as shown below in Eq. (2) below, where 𝛼𝛼 is the diffraction angle, 

m is the diffraction order, 𝜆𝜆 the source wavelength, and Λ the grating period. 

sin(𝛼𝛼) =
𝑈𝑈𝜆𝜆
Λ

 (2) 

The CGH image is designed in angle space, so it is necessary to define a parameter called 

𝜃𝜃𝑚𝑚𝑟𝑟𝑚𝑚 that represents the full angular subtense of the image produced by the hologram. Half of 

𝜃𝜃𝑚𝑚𝑟𝑟𝑚𝑚 corresponds to the diffraction angle 𝛼𝛼. The diffraction order m is set to one, and 2 times the 

AU corresponds to the grating period Λ. To understand intuitively why 2AU corresponds to the 

grating period instead of just AU, one must remember that a single pixel by itself cannot 

introduce optical path difference. The width of two adjacent pixels of differing etch depths is the 

smallest feature on the CGH that introduces differential phase delay and contributes to the 

diffraction pattern. In Chapter 4, it is noted that omitting this factor of 2 in the equation caused 

the hologram image for the first fabricated design to be incorrectly scaled by a factor of 2. 

sin�
1
2
𝜃𝜃𝑚𝑚𝑟𝑟𝑚𝑚� =

𝜆𝜆
2𝐴𝐴𝑈𝑈

 
(3) 
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Since the CGH to be designed and fabricated in this project functions like a diffraction 

grating, it is necessary to perform calculations to ensure that the hologram image would occupy 

the correct angular extent. This calculation is done by first determining the AU and deciding the 

total CGH pixel count. For example, for a 13.4 mm diameter beam, an appropriate CGH size 

would be 14 mm by 14 mm, which can be achieved with an AU of 14 microns and 1000x1000 

pixels. For an AU of 14 microns, 𝜃𝜃𝑚𝑚𝑟𝑟𝑚𝑚 is 4.36 degrees from Eq. (3). The desired image plane is 

decomposed into 1000x1000 pixels as well, where each pixel represents a Δ𝜃𝜃 of 4.36
1000

= 0.00436 

degrees. A 1000x1000 pixel bitmap representing the target image is then created, where the 

locations of diffraction orders are set to the maximum 8-bit integer grayscale value 255, and the 

rest of the canvas is populated with zeros. Subsection 2.2 describes how this bitmap file is used 

as a constraint in design algorithm to produce the CGH design. 

Table 1 specifies that the separation between the array of signal orders and the 0th order 

be 0.7 degrees, which is 141.08 times Δ𝜃𝜃. In creating the target image file, this value is 

necessarily rounded to 141, which yields a 0.06% error. Additionally, Table 1 specifies a 0.035 

degree separation between signal orders, which is 7.054 times Δ𝜃𝜃. Rounding to 7 yields a 0.77% 

error. Note that these errors are due to Δ𝜃𝜃 not being a factor of the intended diffraction angle 

specifications. Diffraction angle errors of less than 5% are considered acceptable. Since Δ𝜃𝜃 is 

determined by both the AU and the CGH size, these two design variables need to be specially 

chosen to minimize diffraction angle error. Throughout the project, the AU and CGH size are 

changed with each design iteration, but the above calculations provide an example of the 

calculations that are necessary to design a CGH that is large enough for the beam size while 

minimizing diffraction angle error. 
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Table 3. Screenshot of design spreadsheet showing predicted diffraction angle errors in red for a 

CGH with AU = 14 microns, 1000x1000 pixels, operating at 1064 nm. 

2.2 Gerchberg-Saxton Algorithm 

The Gerchberg-Saxton phase retrieval algorithm is used to find the hologram design 

using a specially designed image plane as the constraint. Figure 9 shows the flow of the 

algorithm, starting with a random phase initialization and a constraint on irradiance based on the 

desired image plane, or 𝐼𝐼0 in the figure. Taking the Fourier transform allows for translation to the 

pupil plane, which in our case is the CGH plane. In the CGH plane, the amplitude information is 

discarded and replaced with irradiance constraints based on the source distribution, which is 𝐼𝐼𝑠𝑠 in 

the flowchart below. Another Fourier transform is taken to return to the image plane, where the 

amplitude is once again discarded and constraints on the irradiance of the image plane are once 

again applied [17]. This iterative process allows the algorithm to find the phase map 

corresponding to a given image. 
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Figure 9. Flowchart of Gerchberg-Saxton algorithm [17] 

One can determine when to end the algorithm by setting a threshold 𝜖𝜖𝑟𝑟ℎ for the error 

between the CGH-generated image and the ideal image. For this project, however, the algorithm 

is stopped at a specified maximum number of iterations. In the figure below, one can observe that 

the signal-to-noise ratio, which is a measure of how closely the image produced by the CGH 

matches the ideal image, increases non-linearly and converges to about 10.75 dB after 100 

iterations of the Gerchberg-Saxton algorithm. 

 

Figure 10. Convergence of Gerchberg-Saxton algorithm after 100 iterations 



27 
 

2.3 Optimization for Beam Uniformity 

Like most design algorithms, the starting point of the Gerchberg-Saxton algorithm has a 

major bearing on the output of the algorithm. Since the Gerchberg-Saxton algorithm uses random 

phase initializations as its starting point, it is necessary to run the algorithm a thousand or more 

times with different random starting points to find the design that meets the design 

specifications. The main specification being optimized for is beam uniformity, which is a 

measure of how even the light is diffracted into each of the +/- 10 orders is. Without undergoing 

fabrication, an estimate of the uniformity of a given CGH design is calculated by converting the 

quantization values in the range of 0 to 255 to phase values, and taking the Fourier Transform to 

find the field at the image plane. Then one gaussian mask is placed on each of the +/- 10 signal 

orders, and the irradiance values under each mask are summed and divided by the sum of all 

values across the image plane. This procedure results in the relative diffraction efficiency of each 

diffraction order, where the ideal relative diffraction efficiency is 5% (or 0.05 in the bar graphs). 

In the figure below, the left bar graph shows a close-to-optimum result, which is the generation 

of a uniform array of diffracted orders. In the right bar graph, one observes that while high 

diffraction efficiency is desirable, the unevenness in irradiance across the array disqualifies the 

design from consideration for fabrication. 

 

Figure 11. An “optimized” design (left) would produce a uniform array of laser beams 
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Figure 12. Simulated example of a non-uniform array of beams 

2.4 Merit Function 

In initial rounds of design and fabrication, the MATLAB software (see Appendix C) 

simply chose the “best” design by finding the design with the lowest uniformity error. Recall that 

uniformity is calculated as the peak-to-valley difference in diffraction efficiency divided by the 

mean relative diffraction efficiency. Later, it was determined that the introduction of a merit 

function to assist with the selection of CGH designs would be useful. For each CGH design 

produced by the Gerchberg-Saxton algorithm, values of the mean relative diffraction efficiency, 

normalized standard deviation, uniformity, and absolute diffraction efficiency are calculated and 

stored in a vector. A weighted root sum squared merit function is calculated for each design, with 

higher weights for absolute diffraction efficiency and uniformity. The normalized standard 

deviation is the standard deviation of relative diffraction efficiencies divided by the mean relative 

diffraction efficiency. A design with a low normalized standard deviation corresponds to a design 

with desirable uniformity.  

In the figure below, uniformity and diffraction efficiency data from 470 CGH designs 

have been plotted, and the design chosen by the merit function is shown with a data label in the 

bottom right corner. The chosen design has a diffraction efficiency of 82% and a uniformity of 

12%. The scatterplot shows that the merit function has correctly selected the most optimal design 

based on highest diffraction efficiency and lowest uniformity. 
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Figure 13. The merit function has selected the design with the data label 

2.5 Simulation of Non-Ideal Etch Depth 

In section 1.4, a +/-5% etch depth tolerance is specified, which implies that the CGH can 

be fabricated to within 5% of its ideal etch depth using pre-established grayscale 

photolithography processes [13]. The maximum-OPD etch depth is defined as the difference 

between the unetched surface of the CGH and the deepest feature of the CGH. Ramp designs are 

included on the edge of a CGH pattern area to make this parameter easy to access and measure 

after fabrication. The equation for calculating the max-OPD etch depth is displayed in Eq. (4), 

where 𝑈𝑈2 is the index of the CGH and 𝑈𝑈1 is the index of the object space, which is nominally 1. 

ℎ =
𝜆𝜆

𝑈𝑈2 − 𝑈𝑈1
 

(4) 

To find the ideal max-OPD etch depth in photoresist at 650 nm, 𝑈𝑈2 is 1.62 since that 

value is the index of the photoresist of at the specified source wavelength, and the max-OPD etch 

depth is found to be 1.0484 𝜇𝜇𝑈𝑈. To simulate a +/-5% deviation from the ideal etch depth, one 

simply needs to convert the change in depth to a change in phase using Eq. (5). In this formula, 
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both Δ𝜙𝜙 and Δℎ are in fractions, where Δ𝜙𝜙 is a fraction of 2𝜋𝜋 and Δh is a fraction of the ideal 

etch depth. 

Δϕ =
Δh (n2 − n1)

𝜆𝜆
 

(5) 

To derive this formula, one first notes that the amount of optical path difference (OPD) 

introduced by a point in the CGH is directly proportional to the amount of phase delay 

introduced. The equation for OPD given below is for a fraction of a wavelength. This is useful 

for CGH design because CGH’s are often used to introduce OPD in a given incident wavefront in 

the zero to one wave range. Since the CGH will operate in air, 𝑈𝑈1 is 1 and 𝑈𝑈2 is the index of the 

DOE surface, which for much of the project was the index of photoresist. 

𝑂𝑂𝑂𝑂𝑂𝑂 =
(𝑈𝑈2 − 𝑈𝑈1)ℎ

𝜆𝜆
  

(6) 

𝜙𝜙 =
(𝑈𝑈2 − 𝑈𝑈1)ℎ

𝜆𝜆
2𝜋𝜋 [𝑈𝑈𝑟𝑟𝑟𝑟𝑈𝑈𝑟𝑟𝑈𝑈𝑟𝑟] 

(7) 

𝜕𝜕𝑂𝑂𝑂𝑂𝑂𝑂
𝜕𝜕ℎ

∝
𝜕𝜕𝜙𝜙
𝜕𝜕ℎ

 (8) 

Taking the derivative of the OPD equation with respect to etch depth h, the following is 

found: 

𝜕𝜕𝑂𝑂𝑂𝑂𝑂𝑂
𝜕𝜕ℎ

=
(𝑈𝑈2 − 𝑈𝑈1)

𝜆𝜆
 

(9) 

Solving for ΔOPD yields:  

Δ𝑂𝑂𝑂𝑂𝑂𝑂 =
Δh (n2 − 𝑈𝑈1)

𝜆𝜆
 

(10) 

Differential phase can be converted from units of radians to a fraction of 2𝜋𝜋, in which 

case differential phase and differential OPD are equal, and Eq. (5) is found. This equation is used 

to find the phase difference that corresponds to the 5% tolerance in etch depth. This phase 
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difference can be applied to a given CGH design to simulate the effects of this tolerance in etch 

depth. The result found is that deviating from the ideal etch depth decreased diffraction 

efficiency, but the ratios between the amount of light going into each order remained the same. 

 

Table 4. Data for a 511x511 pixel CGH design with timestamp “20-Mar-2024_134226” 

The above table shows that a +/-5% deviation from the ideal etch depth causes the 

absolute diffractive efficiency, labeled as “sum” in the table, to drop by about 1%, which is 

insignificant. The change in the uniformity of the beam array is also minor, which shows that a 

+/-5% tolerance in etch depth will not significantly degrade the performance of the CGH design.  

2.6 Application of Source Distribution 

In the CGH plane of the Gerchberg-Saxton algorithm, a source distribution is applied to 

constrain the irradiance before taking the Fourier transform to return to the image plane. For this 

project, the source distribution used is a Gaussian beam, and the source distribution matrix 

applied in the design algorithm is specially tailored to the size of the beam with respect to the 

physical size of the CGH. For example, for a CGH with a side length of 12.3 mm and a beam 

with a 1
𝑟𝑟2

 diameter of 13.4, the normalized irradiance value of the source matrix at its top edge 

would be 0.1854, as shown in red in Figure 14. In this way, the source distribution matrix applied 

in the Gerchberg-Saxton algorithm is designed to be a cutout of the full beam. 
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Figure 14. The blue circle represents the 1
𝑟𝑟2

 beam diameter, and an insert of the source 

distribution matrix is shown in grayscale. Numbers in red show the normalized irradiance at the 

edge of the CGH area (0.1854), and at the edge of the beam (0.135) 

It is essential that the source distribution matrix be tailored to the beam to be used with 

the CGH since the source distribution has a major bearing on whether the actual image produced 

by a fabricated CGH can match the simulated image. It is found during testing cycles at 650 nm 

that discrepancies between source distributions used during design and the actual source 

distribution caused significant degradations in PV uniformity.  

2.7 Region of Interest/ Region of No Interest 

Besides the application of a source distribution, another modification is made to the 

Gerchberg-Saxton algorithm that defines a region of interest (ROI) in the target image, which is 

processed with the standard Gerchberg algorithm, and a region of no interest (RONI), where 

irradiance is not constrained. Recall that the Gerchberg-Saxton algorithm starts in the image 

plane with a random phase initialization. Taking the Fourier transform is equivalent to traversing 

to the CGH plane, where a source distribution constraint is applied before returning to the image 

plane. In the image plane, where before the algorithm would discard the amplitude information 



33 
 

and reapply constraints based on the target image, with the ROI/RONI modification the 

amplitude information in the RONI is kept while only constraining the amplitude in the ROI. 

Modifying the base Gerchberg-Saxton algorithm in this way allows the final CGH design 

generated to reproduce the ROI of the target image more faithfully, while allowing most of the 

noise to be pushed into the RONI. In this project, the ROI in the target image includes the array 

of laser beams, while the RONI can be set to be any region that does not contain the laser beams. 

 

Figure 15. ROI/RONI constraining results in less noise in ROI. [1] 

In Figure 15, the ROI/RONI technique used by Engström et al. [1] for a similar 

application is shown, where amplitude constraints are applied only in the ROI to decrease the 

amount of noise and increase beam uniformity within the ROI. For this project, uniformity is the 

main concern, so this ROI/RONI modification is used to meet the 10% uniformity specification. 

Since this modification allows the irradiance in the RONI to be unconstrained and noisy, a 

tradeoff in diffraction efficiency is found. 
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Figure 16. (left) Relative diffraction efficiency for a design found with no RONI applied. (right) 

Design found with RONI applied with 10% uniformity. 

If a saturated detector is simulated by setting all irradiance values above a threshold to 

the same value, the noise in the reconstructed image of a CGH design found with ROI/RONI 

becomes visible. As expected, the noise is particularly high in the region of no interest, which 

could explain why diffraction efficiency into the +/- 10 signal orders decreased with this 

modification to the base Gerchberg-Saxton algorithm. Light that would otherwise contribute to 

non-uniformity if directed to the positions of the +/- 10 signal orders are instead scattered as 

noise in the image. 

  

Figure 17. (left) ROI/RONI mask applied, where black represents RONI. (right) Reconstructed 
image from a CGH design with ROI/RONI. Noise level visible due to simulated detector 

saturation. 
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2.8 Simulated Annealing 

After a CGH design is generated by the Gerchberg-Saxton algorithm, second-level 

optimizers can be applied to further improve the performance of the CGH design. After 

consulting with representatives from MathWorks, it is determined that simulated annealing 

optimization [16] is most suited for this project, given that the goal is to optimize two-

dimensional CGH designs of high pixel counts, from 500x500 pixels for initial designs to 

1000x1000 pixels for the final design. A simulated annealing optimizer simulates the physical 

process of heating a material and cooling the material down to reduce defects in the material. 

When applied to CGH optimization, the “heating” of the unoptimized CGH causes some values 

in the matrix to be perturbed or deviate randomly from the original value. A condition is set in 

the optimization algorithm to decide whether to keep the perturbed value or to restore the 

original value before smaller perturbations are applied to simulate “cooling.” A temperature 

schedule can be set to control how quickly the optimizer “cools” the CGH. An objective function 

is called repeatedly throughout the cooling process to track changes to a variable of interest, such 

as uniformity. Generally, it is desirable to apply a slower cooling schedule so that the optimizer is 

more likely to slowly guide the original design to a local minimum. 

 

Figure 18. Uniformity plotted as a function of simulated annealing algorithm iterations. An initial 

value of 0.1328 is optimized to approach 0.1324. 
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2.9 High-Performance Computing 

This chapter describes multiple design procedures that require extensive computing 

power, from running the Gerchberg-Saxton algorithm more than a thousand times to find a 

design with optimal performance specifications, to applying the simulated annealing as a second-

level optimizer. These processes required running parallel computing processes on the 

university’s high-performance computer (HPC) systems. MATLAB’s built-in “parfor” command 

functions like the regular “for” command, but it allows each loop to be executed in parallel. 

Since each loop is run by an independent worker, there can be no dependencies in the 

information used by each worker. A typical laptop may have 4 to 6 cores, but the HPC allows for 

the use of a maximum of 94 cores. Running 94 loops in parallel significantly reduces the runtime 

of large design searches. For example, if it took the Gerchberg-Saxton algorithm 8 minutes to 

produce 1 CGH design, producing 1000 designs would take 133 hours. With the 94-core HPC 

however, it would take 8 minutes to produce 94 designs, so that time can be reduced to less than 

2 hours. 

1000 𝑟𝑟𝑑𝑑𝑟𝑟𝑈𝑈𝑑𝑑𝑈𝑈𝑟𝑟 ∗
8 𝑈𝑈𝑈𝑈𝑈𝑈

94 𝑟𝑟𝑑𝑑𝑟𝑟𝑈𝑈𝑑𝑑𝑈𝑈𝑟𝑟
∗

ℎ𝑈𝑈
60 𝑈𝑈𝑈𝑈𝑈𝑈

= 1.42 ℎ𝑈𝑈 
(11) 

2.10 Effects of Phase Quantization 

In 1970, Dallas experimentally verified that phase quantization, or the practice of 

decomposing continuous values within a phase map into discrete bins, causes false images to 

appear [19]. Figure 19 shows that the increase of quantization levels reduces the irradiance of 

false images. For this project, the Gerchberg-Saxton design algorithm works with continuous 

phase values before performing phase quantization by utilizing integer values ranging from 0 to 

255. In Chapter 4, it is shown that the effects of phase quantization and non-linearity compound 
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to produce multiple false images, thus causing a significant departure of the predicted diffraction 

efficiency from the actual diffraction efficiency.     

  

Figure 19. (left) 2-level quantization. (right) 3-level quantization [19]  
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Chapter 3 

Fabrication 
3.1 Overview 

The CGH designs for this project are etched into photoresist and transferred into fused 

silica using well-established microfabrication techniques, thanks to process development done by 

past researchers. The basic steps of the fabrication process are shown in Figure 20. Photoresist is 

first exposed to varying dosages of light in the maskless photolithography machine. This reduces 

the inhibitor concentration in the photoresist by different amounts, so that when the photoresist is 

placed in a developer solution, the photoresist is differentially wet etched away. In this way, one 

can easily fabricate a given two-dimensional CGH design, which consists of a grid of pixels with 

varying etch depths. The product of step 2 in Figure 20 can already be tested, as is done 

throughout the project to provide proof-of-concept demonstrations. To transfer a CGH pattern 

from photoresist into fused silica, the Versaline reactive ion etcher from Plasma-Therm is used 

with a silicon dioxide etch recipe. The following subsections provide details on each of the 

fabrication steps implemented for this project. 

 

Figure 20. Main steps of CGH fabrication process 

3.2 Refractive Index of Materials 

Since the purpose of a CGH is to precisely reshape an incoming wavefront by introducing 

optical path difference differentially across its active area, the most important characteristic to 
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consider in substrate materials is the refractive index. Throughout the course of this project, 

CGH designs are often first tested on photoresist spun on BK7. The reason fused silica is not 

used as the substrate for these initial photoresist tests is simply that BK7 is less expensive 

compared to fused silica. In this case, the index to be considered when calculating the designed 

max-OPD etch depth is in fact the index of the photoresist, and not the index of the BK7 

substrate. This is because the CGH is etched in the photoresist, so an incoming wavefront gains 

optical path difference when traversing through the photoresist, not the BK7 substrate. As noted 

in Figure 21, the index of the photoresist changed depending on whether it has been bleached or 

not. Bleaching is accomplished by prolonged exposure to white light. Bleaching changes the 

absorption properties of the resist, and it is observed that after bleaching, there is less noise in the 

reconstructed image of a fabricated CGH. Throughout the project, the bleached index curve is 

used to determine the max-OPD etch depth. At 650 nm, the index of the S1827 photoresist is 

1.62. Using Eq. (4) introduced in Chapter 2, it is determined that the max-OPD etch depth for 

CGH designs etched in photoresist operating at 650 nm is 1.048 microns. 

 

Figure 21. Index of S1827 photoresist as a function of wavelength 
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For the 1064 nm design and fabrication phase of the project, designs are etched into fused 

silica, and it is noted that the index of fused silica at the source wavelength 1064 nm is 

approximately 1.45, which corresponds to an ideal max-OPD etch depth of 2.364 microns. 

 

Figure 22. Index curve of fused silica [12] 

3.3 Linearization 

This section details how a CGH design is processed prior to fabrication. To facilitate easy 

measurement of the max-OPD etch depth after fabrication, test ramps are placed on the four 

corners. 
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Figure 23. Bitmap of 1000x1000 pixel CGH design with ramps placed in 4 corners 

The next step is to linearize the bitmap file, and this is necessary to compensate for the 

fact that since the photoresist responds nonlinearly to exposure dosage, there is a nonlinear 

relationship between exposure dosage and etch depth. To perform linearization, one first needs to 

obtain a calibration curve. Test ramps that cover the full range of grayscale values from 0 to 255 

are fabricated. Etch profile data obtained from these test ramps are processed to produce a 

calibration curve that can be used to linearize the CGH. During linearization, grayscale values in 

the original design are mapped to new values to account for the non-linear exposure curve. 

  
Figure 24. (left) Test ramp profile data fit to a curve. The oscillating raw data is due to the high 

reflectivity of the photoresist as well as small pixel size. (right) Exposure range in green 

corresponding to a 1.688 micron max-OPD etch depth. 
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Figure 24 (right) shows in green the exposure range that can be used to fabricate a CGH. 

Notice that the full exposure range is not used. This is because the full 0 to 255 grayscale range 

produces a max-OPD etch depth of approximately 2 microns. The ideal max-OPD etch depth to 

achieve for CGH fabrication is less than 2 microns, so the linearization software (provided in 

Appendix C) scales and maps the CGH grayscale values to a range that will produce the desired 

max-OPD etch depth. For example, to achieve a max-OPD etch depth of 1.688 microns, the 

grayscale range of 71 to 255 may be used. It is often desirable to include an offset, so that the 

CGH is fabricated using the middle range of exposure dosages. This requires the selection of an 

exposure range in which the photoresist’s response to varied exposure dosages is relatively 

linear. Linearization for this project is done through printing ramps onto the intended substrate 

and using the measured surface profile data to determine the linear exposure range. The ramps 

printed at the corners with the CGH design facilitate easy verification of linearization after 

fabrication. 

3.4 Grayscale Photolithography with the MLA 150 

After linearization, the bitmap file is converted to a DXF file, which is a CAD file that 

specifies the physical dimensions of each feature in the design, as well as the grayscale value 

corresponding to each feature. This conversion script is described in Appendix C and provided in 

Appendix D. In the GUI for the MLA 150 maskless aligner, it is necessary to convert the DXF 

file into a job file that the machine can compile. Within the MLA 150, a 375 nm laser source 

passes through a 400x400 pixel digital micro-mirror array (DMD), which serves as a spatial light 

modulator, before being reflected towards a focusing lens [5]. This lens images pieces of the 

design exposure map down to the sample coated with photoresist. Given that the size of the 
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DMD is much smaller than the size of the desired write area, the stage on which the sample sits 

scans back and forth, allowing the writehead to expose the full write area. 

3.5 Development or Wet Etching 

After the exposure step, the sample is developed using a developer solution with 25% 

Microposit 351 developer and 75% de-ionized (DI) water. It is crucial that the sample be 

developed for the same amount of time as the test ramps fabricated for linearization are. This is 

to achieve the correct etch depth and maintain linearity. If one finds the need to change the 

development procedure, it is necessary to refabricate test ramps to obtain a linearization curve as 

the previous one will no longer be applicable. 

3.6 Reactive Ion Etching with Plasma-Therm Versaline 

Since the final fabricated CGH will be used with a high-power laser, it is necessary to use 

reactive ion etching to transfer the CGH pattern from photoresist into glass as photoresist cannot 

withstand prolonged exposure to high temperatures. The reactive ion etcher used for this project 

is the Versaline by Plasma-Therm. 

To start, one needs to glue the 1-inch sample onto the 14-in sapphire carrier wafer. Wafers 

are transferred in and out of the etching chamber using a robotic arm or “handler,” which is why 

the use of a specially sized carrier wafer is necessary. The etching chamber is kept in a vacuum 

state with pressures on the order of a few millitorr. Prior to the etching phase, gases are pumped 

into the chamber in specified concentrations and stabilized. During the main etch phase, an RF 

bias is applied to the electrode on which the carrier wafer sits. This is called the “table bias” in 

the figure below and “HF bias” in the table below. Power is also applied to coils around the 

chamber to inductively couple energy into accelerated Argon ions, thus creating plasma [7]. The 

Argon ions experiences an oscillating electric field between the chamber itself, which is a 
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grounded anode, and the table on which the carrier wafer sits, which is a cathode. Thus, the ions 

are accelerated vertically downwards towards the sample and remove photoresist [14]. Besides 

Argon, etching recipes may include other gases to stabilize the etching process, tune etch rates, 

and reduce noise in the final etched product. The development and tuning of reactive ion etching 

recipes is a field in and of itself that is beyond the scope of this thesis. 

 

Figure 25. Illustration of reactive ion etching chamber courtesy of Oxford Instruments [7] 

Reactive ion etching is commonly used to transfer binary patterns from photoresist to 

materials like silicon wafers, allowing for the precise fabrication of micro- and nanostructures. 

The act of transferring grayscale patterns from photoresist into glass using reactive ion etching is 

less common. For starters, the glass material must be specially chosen. Since fused silica is an 

undoped glass consisting purely of silica crystals or silicon dioxide (SiO2), an existing silicon 

dioxide etch recipe already programmed into the reactive ion etcher is used. The recipe was 

developed by IMTEK. It is necessary to decrease the ICP (inductively coupled plasma) power 

found in the original recipe to prevent the photoresist from overheating and vaporizing during the 
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etch, which can cause an unfaithful pattern transfer. Details of the recipe are shown below with 

modifications highlighted in red. Note that only the “main etch” phase of the recipe is shown. 

The complete recipe consists of 6 steps, including ascending the wafer table or chuck to position, 

gas stabilization, and dechucking. More details regarding best practices for using the reactive ion 

etcher, as well as procedures for the optimal fabrication process are provided in Appendix A. 

Selectivity 

(FS:PR) 

FS 

Etch Rate 

(um/min) 

PR 

Etch Rate 

(um/min) 

ICP 

(W) 

HF Bias 

(W) 

Gas 1 

C4F8 

(sccm) 

Gas 2 

Ar 

(sccm) 

Gas 3 

O2 

(sccm) 

Pressure 

(mTorr) 

1.4 0.56 0.4 1500 300 30 50 5.0 5 

1.4 0.343 0.245 1000 300 30 50 5.0 5 

Table 5. The row in grey is the original SiO2 etch recipe from IMTEK. Below that row is the 

modified recipe. 

Note that decreasing the plasma power does not change the selectivity of the recipe, but it 

does reduce the etch rate. The selectivity is the ratio of the silicon dioxide etch rate to the 

photoresist etch rate. The selectivity is also equal to the scaling factor between the etch depth of 

a given feature in photoresist and that same feature when transferred into fused silica. Therefore, 

if the max-OPD etch depth of a CGH in fused silica needs to be 2.364 microns, the pattern needs 

to be 1.688 microns in photoresist to account for this differential etch scaling factor. See 

Appendix B for supplemental figures related to fused silica etching. 
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Figure 26. Interferometer data generated in manual endpoint window during main etch phase. 

The red dotted line shows when the operator manually stopped the etch. 

There is a small 15-mm window at the top of the etching chamber allowing an 

interferometer to be trained onto part of the sample. During the main etch phase, the 

interferometer generates fringe patterns, and when the fringe patterns are interrupted, as shown 

in the figure above, the operator would know that they have etched through the photoresist into 

fused silica. However, relying on the interferometer to call the endpoint is not a reliable method 

to ensure that the correct etch depth is achieved as the fringe patterns are often noisy and difficult 

to interpret. As such, it is necessary to find the total etch time needed to etch through the 

photoresist. This is found by etching test ramps into a fused silica substrate and manually calling 

the endpoint using data from the interferometer. Since the depth of the test ramps is measured in 

photoresist before the RIE etch as well as afterwards in fused silica, by how much the sample is 

under-etched can be determined. This information allows for the calculation of the etch rate of 

the recipe, which is shown in table 5, as well as the total etch time.  
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Chapter 4 

Results at 650 nm 
4.1 Design 1 

The first CGH design has an AU of 29 microns and a pixel count of 512x512. As noted in 

Chapter 2, a factor of 2 was incorrectly omitted when calculating the AU for this design, so while 

the intended angular extent 𝜃𝜃𝑚𝑚𝑟𝑟𝑚𝑚 of the hologram image is 2.56 degrees, and actual angular 

extent is 1.28 degrees. 

The first design is calculated with the condition of a uniform or top-hat source, so a 

source distribution matrix is not applied in the Gerchberg-Saxton algorithm to find this design. 

Since the design is to be tested with a collimated laser diode, the source beam size is also not 

considered. After running over a thousand trials of the design algorithm, a CGH design 

producing a uniform array is found. The relative diffractive efficiencies of each of the +/- 10 

diffraction orders are shown in the bar graph below. Recall that the absolute DE is the sum of the 

DE of the 20 signal orders. 

 

Figure 27. 650 nm Design 1 Simulated Diffraction Efficiency 
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Mean Relative DE Standard 

Deviation of 

Relative DE 

Standard 

Deviation / Mean 

Uniformity Absolute DE 

4.71% 0.15% 3.25% 11.47% 94.3% 

Table 6. Predicted Performance of 650 nm Design 1 

650 nm Design 1 is fabricated and tested in photoresist only, and the ideal max-OPD etch 

depth is found to be 0.65/(1.62-1), which comes out to 1.048 microns. After deriving an etch 

depth vs. exposure dosage curve from test ramp data, an exposure range is selected to be able to 

achieve the desired etch depth. For fabrication, a 64-bit grayscale table in the MLA 150 is used, 

which meant that after linearizing the CGH design, grayscale values had to be mapped from the 

0 to 255 range to the 0 to 63 range. A grayscale table is a table listing the exposure dosage that 

corresponds to each grayscale value. 

 

Figure 28. Exposure range in green for 650 nm Design 1 
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This design is fabricated twice (CGH 1 and 2 in the table below) in the same way to 

determine reproducibility. The table shows that etch depths are close to the +/- 5% etch depth 

tolerance. Etch depths are measured using the NT9800 optical surface profiler by Veeco. 

 

Table 7. “Etch Depth” here refers to the depth corresponding to the maximum OPD 

After determining that the design had been fabricated satisfactorily, a simple testing setup 

is constructed. The CGH is illuminated with a collimated red laser diode source, with an iris 

diaphragm used to adjust the beam size to the side length of the CGH active area. Since the 

diffraction angles introduced by the CGH is less than 1 degree, it is necessary to use a focusing 

lens to shorten the physical path to the image plane, allowing it to be measured by the RGB 

camera (Thorlabs CS135CU). 

 

Figure 29. 650 nm Initial Testing Setup 
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Upon illuminating the CGH with the collimated laser diode, it is found that many higher 

order images of the target are produced. To isolate the 0th order image, a paper mask is used to 

block higher order copies. The figure below to the right shows a square hole in the paper mask 

letting the 0th order image pass through. Higher order copies lie on either side of the hole, made 

visible by the paper. 

 

Figure 30. (left) Raw image showing 0th order and higher order image. (right) Paper mask used 

to block higher order images. 

With knowledge of the focal length of the focusing lens and the pixel size of the RGB 

camera, the experimental diffraction angle is derived from a raw image. The separation between 

signal orders is first found in units of pixels, shown as Δ𝑥𝑥 in the equation below, before being 

converted to degrees. 
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Figure 31. Schematic and equation showing how diffraction angles are calculated. 

It is found that all diffraction angles are exactly half of what is intended. 

 

Figure 32. 650 nm Design 1 diffraction angles 

Absolute diffraction efficiency is also estimated using a power meter (Thorlabs 

PM320E). First, the power before and after the CGH are measured. Then, a slit is used to isolate 

the 0th and +/- 10 orders so that their power could be measured. The below calculations show that 

the percentage of power going into to the signal orders is only 26.5%, which is well under the 
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specification. On the other hand, the 0th order DE is minimized, meaning the CGH is fabricated 

to the correct etch depth. 

 

Table 8. 650 nm Design 1 diffraction efficiency. 

 

Figure 33. Slit used to isolate the 0th and signal orders. 

An estimation of beam uniformity is also performed using the raw image. This is done 

through cropping the image around the area of the signal orders, applying a gaussian mask on 

each of the signal orders, and finding the sum of pixel values within each mask. Uniformity is 

found to be approximately 20%. Since the camera is saturated by the signal order beams, it is 

determined that this uniformity estimate may not be accurate. 
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Figure 34. 650 nm Design 1 uniformity estimation process and result. 

One can notice that every aspect of this first design is to simplify matters as much as 

possible to obtain a first proof-of-concept demonstration. The source size and source distribution 

are not considered; the design is fabricated in photoresist; the 64-bit grayscale table is used 

instead of the 256-bit grayscale table. Two main takeaways from this first design are first, that a 

factor of 2 is missing from the equation linking the angular extent of the image and the AU and 

second, that a source distribution needed to be used in the design algorithm to improve the 

absolute diffraction efficiency. 

Besides the presence of higher order false images, there is a high degree of noise in the 

image. Simulations done in MATLAB showed that non-linearity is the cause of the noise. A 

nonlinear curve is pulled from previous test ramp data to find the simulated image of a non-

linearly fabricated CGH. To see the noise level in the simulation, all pixel values above a 

threshold are set to the same value, which simulates a saturated camera detector. A side-by-side 

comparison shows that the simulated image correlates well with the raw image captured by the 

RGB camera. 
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Figure 35. (left) Raw image from 650 nm Design 1. (right) Simulated image of non-linear CGH. 

4.2 Design 2 

For Design 2, the AU is changed to 15 microns to correct the diffraction angle found in 

Design 1. An image of the source at the CGH plane is captured using the RGB camera, and this 

image is converted into a source matrix that is applied in the design algorithm. Once again, the 

design algorithm is run multiple times to search for the design with the most optimal uniformity. 

In terms of fabrication, the etch depths are once again the +/-5 tolerance, meaning that the 

exposure and development procedure being used is producing consistent results and does not 

need to be adjusted. For Design 2, the diffraction angles are found to be correct and within the 

5% tolerance. 
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Figure 36. 650 nm Design 2 diffraction angles. 

There is also a significant reduction in noise level after a new linearization curve is found 

through refabricating test ramps with more levels. The graph below shows the surface profile 

data of a test ramp placed at one of the corners of the fabricated CGH. The linearity of the test 

ramp indicates that the rest of the CGH is linearized properly. 

    

Figure 37. (right) Design 2 linearized, with test ramps placed in each order. (right) Surface 

profile data from one of the ramps. 
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Like with Design 1, diffraction efficiency is measured using a power meter and 

translatable slit. The absolute diffraction efficiency of Design 2 is 68%, which is significantly 

improved compared to 26% in Design 1. 

 

Figure 38. 650 nm Design 2 diffraction efficiency measurement. 

It is observed that the camera is still saturated, so a 40X microscope objective is used to 

image the signal orders individually. It is found that the shape of most beams in the array are 

mishappen. This is because the design algorithm had been sampling the image bitmap fed into 

the algorithm and finding a CGH that would reconstruct the sampled image. For this project, the 

dimensions of the CGH and image bitmap are kept the same, so the sampling portion of the 

design algorithm is removed for Design 3.  
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Figure 39. Explanation of why beam shapes varied across the array for Design 2. 

4.3 Design 3 

For Design 3, the AU remains at 15 microns while the pixel count is increased to 

1024x1024. It is found that increasing the pixel count allowed the design algorithm to find a 

more uniform design. However, due to the source distribution, the design algorithm is unable to 

find a design that meets the uniformity specification of 10%. The predicted uniformity for the 

design is 28%, and the estimated actual uniformity of the fabricated CGH is 51%. This same 

ratio of 2 between the actual uniformity and predicted uniformity is also observed in Design 1. 

 

Figure 40. Irradiance profile in Thorcams of 650 nm Design 3. 



58 
 

With the design algorithm no longer sampling the target image file, beam shape is much 

improved in Design 3 compared to Design 2. 

 

Figure 41. Closeup image of a signal order produced by 40X microscope objective. 

There is also a significant improvement in diffraction efficiency, likely because this 

design is fabricated using the 256-bit grayscale table. It is shown in Chapter 2 that the increase of 

quantization levels reduces false images, which increases the diffraction efficiency. The absolute 

diffraction efficiency is found to be 85%, up from 68% from Design 2. The 0th order DE is 2%, 

which is well under the 5% tolerance. 

 

Figure 42. 650 nm Design 3 diffraction efficiency measurement. 
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4.4 Summary 

Taken together, the 650 nm phase of the project was extremely valuable in terms of 

encountering and addressing unforeseen design and fabrication issues. Testing results from each 

design yielded valuable lessons that are applied to improve the next design. The most important 

results from this phase of the project were the correction of the AU equation, the importance of 

considering the source distribution, and the importance of linearization.  
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Chapter 5 

Results at 1064 nm 
5.1 Design 1 

The first design for 1064 nm has an AU of 24 microns and a pixel count of 512x512, so 

the fabricated CGH is 12.3x12.3 mm. The source distribution matrix used for the design 

accounts for the ratio between the beam diameter of 13.4 mm, and the CGH side length of 12.3 

mm. Since the test source is Gaussian, there is a large difference between the irradiance at the 

center of the CGH area and the edge. This makes it difficult for the design algorithm to find a 

CGH design that would produce a uniform beam array given that the source is non-uniform. To 

get a first off-site testing result with the 1064 nm source, an initial design is chosen and 

fabricated. 

This first design is fabricated in photoresist as process development for the fused silica 

etch is still underway. Since the source distribution matrix is well-tailored to the test source, 

there is a high degree of correlation between test result and the predicted result. The predicted 

uniformity of 38% matches the actual uniformity to within a percent. 

 

Figure 43. (left) Raw image with red irradiance profile overlaid in red. Image courtesy of NRCA. 

(right) Predicted beam array diffraction efficiency. 
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5.2 Design 2 

The CGH size is increased for Design 2 to capture more of the beam profile, so the AU is 

changed to 14 microns and the pixel count to 1000x1000. The target image and source 

distribution are redesigned to account for the change. To find the design, the ROI/RONI 

modification is added to the design algorithm. This yielded a design with reduced absolution 

diffraction efficiency, but uniformity that is close to the 10% specification. 

 

Figure 44. Initial predicted signal order diffraction efficiencies for 1064 nm Design 2. 

Mean Relative DE Standard 

Deviation of 

Relative DE 

Standard 

Deviation / Mean 

Uniformity Absolute DE 

4.1% 0.16% 3.86% 12.42% 82% 

Table 9. Initial Predicted Performance of 1064 nm Design 2 

This design is fabricated both in photoresist and in fused silica. Experimentally, this 

allows one to distinguish between what is due to the design itself, which can be done through 
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measuring the photoresist sample, and what is due to the transfer of the design to fused silica. 

For the photoresist sample, the max-OPD etch depth is 1.064/(1.61-1) = 1.72 microns. Note that 

the index of the photoresist is 1.61 for 1064 nm, compared to 1.62 for 650 nm. For the fused 

silica, the pattern is first etched in photoresist with a max-OPD depth of 1.68 microns. The etch 

depth is scaled up by 1.4 due to the selectivity of the silicon dioxide etching recipe used, so the 

max-OPD etch depth in fused silica comes out to be 1.4*1.68 = 2.37 microns =1.064/(1.45-1). In 

this way, the correct etch depth in fused silica is achieved by taking into account the scaling 

factor introduced when transferring the pattern from the photoresist into fused silica. 

 

Figure 45. (left) Phase map of test ramp etched in a corner along with the CGH design. Median 
filter applied. (right) The max-OPD etch depth is shown to be 2.34 microns, which is within the 

+/- 5 etch depth tolerance. 

 

Figure 46. Photo of 1064 nm Design 2 etched in fused silica. 
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For 1064 nm design 2, there is once again a high correlation between the simulated result 

and the experimental result. However, the measured uniformity for both the fused silica and 

photoresist samples are about two times the predicted 12%. This discrepancy is due to not taking 

the square root of the source distribution matrix before applying it within the design code. The 

source distribution matrix is a constraint on irradiance, and the Gerchberg-Saxton algorithm 

works with field amplitude. The updated simulated result is shown below. 

 

Figure 47. Corrected prediction of signal order diffraction efficiencies for 1064 nm Design 2. 

Mean Relative DE Standard 

Deviation of 

Relative DE 

Standard 

Deviation / Mean 

Uniformity Absolute DE 

4.4% 0.36% 8.26% 30.23% 87.36% 

Table 10. Corrected Prediction of Performance of 1064 nm Design 2 
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The 0th order diffraction efficiency is well within the 5% tolerance for the photoresist 

sample, but this is not the case for the fused silica sample, likely because the max-OPD etch 

depth is not uniform across the entire CGH area. During the process development for the fused 

silica etch, it is found that temperature played a large role in determining the etch rate. During 

the etching process, the temperature across the area of the photoresist-coated sample could have 

been uneven, causing slight differences in etch depth. Another contributing factor is the high 

degree of noise or randomly scattered pits present in the fused silica after the etch. These pits and 

blemishes are due to the photoresist overheating and slightly vaporizing during the etch. 

 

Figure 48. Phase map generated by the NT9800 showing a high degree of noise in a CGH design 

etched into fused silica 

5.3 Design 3 

A third design is found with the corrected application of the source distribution in the 

design software. As shown in Table 11, the predicted uniformity and diffraction efficiency of 

Design 3 is approaching the specifications from Table 2. 
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Figure 49. Prediction of signal order diffraction efficiencies for 1064 nm Design 3. 

 

Table 11. Prediction of Performance of 1064 nm Design 3 

After many process development experiments, it is determined that the way to eliminate 

the presence of noise structures previously observed is to bake developed photoresist at 115°C 

for an hour. This addition to the fabrication process was triggered by the study of previous work 

with the S1827 photoresist done at the University of Louisville [8]. 

Two samples of Design 3 are fabricated for testing, one on a 1mm thick substrate, and 

one on a 2 mm thick substrate. The fabrication procedures used are provided in Appendix A. The 

fabrication results are below, captured using the Veeco Wyko NT9800 Optical Surface Profiler. 

At the time of writing, these samples have yet to be tested, but a significant improvement from 

Design 2 in terms of both uniformity and diffraction efficiency is predicted. 
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Figure 50. (left) A test ramp on the 1 mm sample. (right) Etch depth data for the test ramp. 

  

Figure 51. (left) Photo of CGH area for 1 mm sample. (right) Map of measured etch depths. 

 

 

 

Figure 52. (left) A test ramp on the 2 mm sample. (right) Etch depth data for the test ramp. 
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Figure 53. (left) Photo of CGH area for 2 mm sample. (right) Map of etch depths measured. 

The 1 mm sample is slightly cleaner than the 2 mm sample in terms of unwanted noise 

structures, but both show a significant improvement when compared to the fused silica sample 

for Design 2. A thinner substrate more effectively transfers heat from the surface being etched 

down through the carrier wafer to the electrode table being held at a cooler temperature. Note 

that typical RIE processes involve wafers less than a millimeter thick, so it should not have been 

surprising to find that the 2 mm substrates used in this project presented a considerable challenge 

when it came to getting a clean, controlled etch. 
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Chapter 6 

Applications and Future Work 
6.1 Applications 

Diffractive optical elements (DOE) capitalize on the wave description of light, allowing 

light to be spread out angularly with a high degree of precision (to less than 0.005 degrees for 

this project). They can be useful for a variety of applications, such as in optical metrology. A 

grating spectrometer, for instance, takes advantage of the fact that a holographic grating will 

diffract different wavelengths of light by different angles, thus allowing a camera to capture the 

spectrum of a given light source [6]. In the commercial product sector, diffractive optics are 

often used in the never-ending quest to make optical systems more compact. In virtual reality 

headsets, for instance, transmission gratings are often used to couple light into light pipes. 

Dammann-style gratings, in particular, provide a compact way of generating a grid of 

uniformity spaced laser beams of equal irradiance. This function can be useful in a variety of 

optical systems to replace reflection-based beam-splitting setups, which are often less compact. 

Laser beam arrays can be used in interferometry, metrology, and optical computing. 

Being able to create a grid of uniformly spaced and equal-irradiance laser beams is of 

particular use for 3D imaging. The uniform grid of laser beams generated by a Dammann grating 

is reflected off a 3D object. Certain laser beams in the grid will deviate from their original 

relative position upon reflection and relative irradiance between beams may change due to 

absorption properties of the object. With this information, it is possible to perform a 3D 

reconstruction of the object. This application has already been implemented commercially. 

Apple’s Face ID [11] function projects a pattern of more than 30,000 infrared beams onto a 

user’s face to create a 3D reconstruction of it, which can then be used for identification purposes. 
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6.2 Future Work 

Further process development is needed to find a fused silica etch recipe that prevents 

unevenness in etch rate across the sample and the clouding of 1 mm substrates. Experts in 

plasma etch recipe process development may be consulted to troubleshoot issues encountered in 

this project. 

On the design front, further work is needed to determine whether the diffraction 

efficiency and uniformity achieved in this project are approaching the limits of what is possible 

with a Dammann-style grating, or whether other design search and optimization techniques may 

be used to further improve beam generation performance. A promising direction is the 

implementation of a blocked simulation annealing algorithm in which a CGH design is 

decomposed into equally sized blocks and individually optimized. An objective function is called 

during the optimization of each block, and it works by inserting a given block with perturbations 

from simulated annealing back into the full original CGH design to evaluate whether the 

perturbations should be retained. Figure 54 below shows that blocked simulated annealing can 

improve uniformity while minimizing loss in total diffraction efficiency. 

 

Figure 54. Figure courtesy of Tom Milster showing the cumulative result of running a 

blocked simulated annealing algorithm for 60 hours on a 94-core high performance computer. 
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Chapter 7 

Conclusion 
This DOE project started with an initial phase design iteration phase at 650 nm, which 

allowed for the timely correction of unforeseen design and fabrication issues as well as the 

learning of valuable lessons. In design 1, it is discovered that there is a missing factor of 2 in the 

equation relating the angular extent of the reconstructed image and the pixel size or AU. 

Discrepancy between the measured beam array diffraction efficiency and the predicted efficiency 

prompted the introduction of the source distribution matrix for design 2. Unexpected noise in the 

image plane is found to be caused by non-linearity. For design 2, noise levels in the image are 

reduced through re-obtaining linearization data, and the diffraction efficiency is much improved 

because of the implementation of a source distribution matrix in the design algorithm. However, 

it is found that there is a sampling section in the code that caused all the beams to be misshaped. 

This is corrected in design 3, along with improved diffraction efficiency. 

 At 1064 nm, there is high cohesion between simulated and measured results, especially 

for the relative diffraction efficiency of signal orders. This is likely because the source 

distributions used for this phase of the project are well tailored to the specified test source, and 

because a more optimal off-site testing setup is used. The measured uniformity fell short of the 

10% specification for all three samples tested, so further work is needed to both search for better 

designs as well as make the fabrication process more controlled and consistent. 

Fused silica etch process development is done in parallel with designs 2 and 3 at 650 nm 

as well as design 1 at 1064 nm. An appropriate silicon dioxide recipe is selected, and multiple 

test ramps are printed on photoresist and etched into fused silica to determine the etch rate of the 

recipe for various ICP power setpoints. Even though much work needs to be done in terms of 
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recipe adjustment to prevent uneven etching into fused silica and the clouding of thinner 

substrates, the information that has been gathered up to this point allowed for a fused silica 

sample to be fabricated and tested. Two more fused silica samples have been fabricated and will 

be tested. These samples were fabricated using the optimal fabrication procedures detailed in 

Appendix A. Besides the high 0th order DE caused by not achieving the ideal max-OPD etch 

depth, the results are promising and are highly correlated with simulated results. 

The work presented in this thesis will be presented in a poster session in the “14th 

International Conference on Optics-Photonics Design and Fabrication” (ODF’24, Tucson). 
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Appendix A 

Summary of Optimal Fabrication Process 
The following subsections detail the procedures for the most effective fabrication process found. 
A summary table of all machine settings is included at the end. 

A.1 Substrate Prep 

1. Turn on the hot plate and set its temperature to 120°C. 
2. Check the settings for the “1: Static” process in the spin-coater. It should be 3000 rpm for 

30 seconds. The acceleration is 1000 rotations/min/second, so after 3 seconds it reaches 
the target speed. With these spin-coater settings, the photoresist layer will be 
approximately 3.25 microns [10]. 

3. Attach a 0.2 micron Sartorium PTFE filter to a 2 ml Henke-Ject syringe. Remove the 
plunger from the syringe and fill the syringe about three-quarters full with S1827 
photoresist. Reattach the plunger. 

4. Rinse a substrate with acetone, then isopropanol, then DI water. Use the nitrogen gun on 
the wet bench to dry off the substrate. It is advised to apply the different chemicals to the 
substrate in quick subcession to prevent leaving stains. 

5. Place the cleaned substrate in the spin-coater, turn on the vacuum pump, close the lid of 
the spin-coater, and start the “1:Static” process. 

6. Once the spin-coater has finished, turn off the vacuum pump, remove the sample, and 
check for any blemishes or signs of unevenness on the photoresist. If the photoresist is 
deemed unacceptable, return to step 3 and proceed from there. 

7. Place the sample on the hot plate and let it bake for 90 seconds. 
8. Let the sample cool down for at least 3 minutes before placing it on the stage of the MLA 

150. 

A.2 Exposure 

1. Copy a prepared DXF file into the folder named “dxf” on the MLA 150 computer. 
2. On the MLA 150 interface, select “new job.” Click the box below “Substrate Template” 

and select “1 inch round.” Click the box below “Design” and in the window that pops up 
select “convert design.” The converter window should pop up. 

3. In the converter window, click “File,” “New Job,” and press enter. In the drop-down 
menu under “Source File,” select “dxf grayscale.” A directory opens for the folder from 
step 1. Find and select the DXF file. 

4. A new window opens containing the data from the chosen DXF file. Select the 
“Milster256” grayscale table and “create default.” The user is thus directed back to the 
converter window. Change the DMD size to 400x400 pixels and click “Complete Task.” 

5. When the DXF file conversion is complete, click “finish.”  



73 
 

A.3 Post-Exposure 

1. Temperature plays a major role in development rate, so it is recommended to fill a beaker 
with 150 mL of DI water and let it sit on a hot plate set at 30°C for 5 minutes. 

2. Fill a beaker with 50 mL of MicroPosit 351 developer. Add the water from step 1 to this 
beaker. This beaker is now a 25% developer solution. 

Note: It is found that if the DI water used for development is too cold, the development rate is 
slower than usual, which causes under-etching and renders previous linearization steps 
ineffective. 

3. Place the sample in a clamp and submerge it in the 25% solution for 1 minute exactly. 
4. Measure the etch depths of the sample to ensure that the desired etch depth has been 

achieved. 
5. Set a hot plate to 115°C. When it reaches the setpoint temperature, place the sample on 

the hot plate, photoresist side up, not contacting the hot plate. Leave the sample on the 
hot plate for 1 hour before removing promptly. 

Note: Significant over-baking will increase the etch rate inside reactive ion etcher. Baking at too 
high a temperature will cause the rounding of vertical features on the photoresist. 

A.4 Operating the Versaline RIE 

Important: If for some reason the robotic arm cannot transfer the wafer out, it is possibly 
misaligned due to machine vibrations. STOP and contact the cleanroom managers. They are 
experienced in opening the chamber up manually remove the carrier wafer. 

1. The sapphire carrier wafer should be inside the chamber when you come to use the 
Versaline. You can tell by the diagram on the right hand side on the GUI. If the wafer is 
green, the previous user likely ran an O2 clean before they left, which is the correct 
procedure. If the wafer is red, the an etch/clean is interrupted. Check the “versaline-
status” channel for the cleanroom Slack to make sure the machine is not down and 
awaiting maintenance. If the wafer is dark grey, the wafer is placed in the chamber and 
has not been processed. 

2. After logging in, click to the “Handler” tab and hit “Transfer.” You should see the robotic 
arm extend into the etching chamber to retrieve the wafer. 

3. Vent lock, wait for the pressure in the lock to rise to 760T. You should be able to lift the 
lid of the lock at this point to retrieve the sapphire plate. 

4. Set the sapphire plate on a flat surface. Apply thermal paste evenly to the backside of 
your sample and paste the sample onto the sapphire plate on the smooth side. The 
backside of the sapphire plate is has a grounded texture to prevent the plate from being 
misaligned due to vibrations inside the etching chamber. Be sure not to get thermal paste 
on the backside of the carrier wafer as this can cause transfer errors. 
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5. Place the sapphire plate with your sample pasted on back inside the lock. Click “Pump 
Lock.” Wait for it to reach vacuum pressures, then click “Transfer.” After transferring the 
wafer into the chamber, you will see the pressure in the lock rise to around 500 mT then 
automatically stabilize back down to a few mT. 

6. Under the “Recipes” tab, load a “SiO2 from IMTEK” recipe. There are 2: one is “Manual 
Endpoint” and one is “Time-Based.” Select the time-based recipe, Under the “Main Etch” 
step, check that the ICP power is at 1500 W and set the etch time to 10 minutes, 15 
seconds. To save this customized recipe, you must save it as a personal recipe. 

7. Under the “Process” tab, select the recipe you want to run, and choose a Job Id. Select 
“No Transfer.” Start the job. 

8. After the job is been completed, under the “Handler” tab, click “Transfer” and “Vent 
Lock.” 

9. The sapphire wafer will be warm to the touch so use caution when lifting the hatch and 
taking the wafer out. Use a razor blade to take your sample off the wafer. Set the sample 
to one side. Use acetone to remove thermal paste from the wafer. Be careful not to get 
thermal paste on the backside of the wafer because if thermal paste gets onto the 
electrode of the etching chamber, it can make the temperature across the sample table 
uneven, which will cause uneven etch rates across the surface. 

10. Place the sapphire wafer back into the hatch. Pump the lock. Transfer the wafer into the 
chamber. 

11.  Under “Process,” run the “O2 Clean Recipe.” Make sure the “No Transfer” box is 
checked! The wafer needs to stay in the chamber after this clean recipe has been 
completed! 

12. The clean recipe takes slightly over 10 minutes to complete. In the meantime, you can 
clean your sample with acetone to remove the thermal paste and remaining photoresist. 
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Fabrication Step Key Parameters and Machine Settings 

Substrate Prep Spin-coater: 

• Speed: 3000 rpm 

• Acceleration: 1000 rotations/min/s 

• Duration: 30 seconds 

Pre-exposure bake at 120°C for 90 seconds. 

Exposure “1 in. round” substrate template 

256 level grayscale table 

400x400 pixel DMD 

Post-Exposure 25% developer solution: 

• 50 ml MicroPosit 351 developer 

• 150 ml DI water heated to approximately 30°C 

Post-development bake at 115°C for 1 hour 

Operating the Versaline RIE “SiO2 from IMTEK Time-Based” recipe, main etch time 10.25 

minutes, original ICP power of 1500W. See Table A2 below for recipe 

parameters.  

Table A1. Summary of Key Parameters for the Optimal Fabrication Process 

 

Selectivity 

(FS:PR) 

FS 

Etch Rate 

(um/min) 

PR 

Etch Rate 

(um/min) 

ICP 

(W) 

HF Bias 

(W) 

Gas 1 

C4F8 

(sccm) 

Gas 2 

Ar 

(sccm) 

Gas 3 

O2 

(sccm) 

Pressure 

(mTorr) 

Main Etch 

Time 

(min.) 

1.4 0.444 0.317 1500 300 30 50 5.0 5 10.25 

Table A2. Final SiO2 etch recipe. This is the original “IMTEK SiO2 recipe” with only the main 

etch time changed. Note that etch rates shown here are for hard-baked photoresist. 
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Appendix B 

Documentation of FS Etch Experiments 
B.1 Supplemental Figures 

 

Figure B1. Fused silica etch Trial 1, on 1 mm thick substrate. There is a bit of noise in the fused 
silica etch, but a faithful pattern transfer between photoresist and fused silica is achieved. 

 

 

Figure B2. Table showing etch depths measured in photoresist and in fused silica from Trial 1, 
showing a 1.4 scaling factor caused by the selectivity of the etch recipe. 
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Figure B3. Photo of Trial 1 fused silica etch. It is found that the edges of the substrate clouded 
over, likely due to the high temperatures in the etching chamber. Applying more thermal paste, as 

well as turning down the ICP power help to prevent this issue. 

 

 

Figure B4. It is found that switching from a 1 mm substrate used for initial process development 
to the 2 mm substrates used to fabricate the CGH caused a significant increase in noise level. 
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Figure B5. Relying on the interferometer on the RIE, there is always a tendency to under-etch. 
However, comparing the profile data from photoresist (in black) with the data from fused silica 

(in red) allowed for an estimation of how much the photoresist is under-etched by, and the 
estimated etch rate of the recipe. 

 

 

Figure B6. An important lesson is learned on 3/25/24. When operating complicated machinery, it 
is important to have a basic understanding of its inner workings, and when unexpected things 

happen, stop and ask for help from more experienced individuals. 
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Figure B7. Result of a photoresist-only RIE experiment. The photoresist blemished after being 
exposed to high temperatures inside the Versaline. The ICP power used is 1750 W, and the etch 

duration is 6 minutes. 

 

Figure B8. “Process” tab in user interface of Plasma-Therm Versaline. Photo captured during a 
manual-endpoint etch job. 
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B.2 Summary of Fabrication Process Development Experiments 

Process Variation Effect 

Etching in intervals (cooling outside chamber): 
Etched a 2 mm thick, 1 in. diameter sample in 
three 3:45 minute intervals at 1500 W. The carrier 
wafer holding the sample is removed from the 
RIE machine and left to cool at room temperature 
in between etch intervals. 

The final result is that the correct etch depth is 
achieved because the cumulative etch time 
between the 3 intervals had been sufficient. 
However, there are very noisy surface 
characteristics. 

 
Etching in intervals (cooling inside chamber): 
Both experiments involved a 2 mm thick, 1 in. 
diameter substrate with the ICP power at 1000W. 
In the first experiment, a loop step is inserted into 
the recipe to iteratively etch the sample for 1 
minute, then cool for 1 minute, for a cumulative 
etch time of 13 minutes. In the second 
experiment, the sample is etched for 7.5 minutes, 
cooled for 5 minutes, then etched for 7.5 minutes 
for a cumulative etch time of 15 minutes. The 
cooling steps for both experiments are added to 
the recipe and therefore done within the chamber. 
The electrode is cooled to facilitate the transfer of 
heat from the carrier wafer to the electrode. 

For the first experiment, the photoresist at the 
center of the sample is visibly underetched 
compared to the edge, which is why the 
cumulative etch time is increased for the second 
experiment. During the cooling phase, the sample 
cools unevenly, which explains the difference in 
etch rate across the sample. For both experiments, 
the center ramps are much noisier compared to the 
ramps at the edge of the sample. 

Cooling the electrode down to -10°C: 
This is explored as a method to prevent the 
photoresist from overheating in the etching 
chamber. Experiments that implemented this 
process variation also involved cooling intervals 
within the chamber. Details about how to cool the 
electrode are discussed in the below in subsection 
B.3 of this appendix. 

As stated above in the result for etching in 
intervals and cooling inside the chamber, this is 
not effective and caused large etch rate 
differences across the sample. 

Fomblin PFPE lubricant for pasting the 
sample to the carrier wafer: 
PFPE lubricant is explored as an alternative to 
thermal paste for the purpose of securing a given 
sample to the sapphire carrier wafer. The thinking 
is that this method will increase heat transfer 
between the sample and the carrier wafer, thus 

No significant effect is observed for this process 
variation. However, it is observed that the 
lubricant is not an effective way to secure the 
sample to the wafer. To avoid having the sample 
possibly slide off the carrier wafer while inside 
the chamber, this process variation is only 
attempted once and subsequently abandoned.  
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preventing the photoresist from overheating. 
Using a Q-tip, a few drops of lubricant are applied 
to the carrier wafer. The sample is then placed on 
top of the drops and pressed to spread the 
lubricant out under the sample. 
Decreasing the ICP power in recipe: 
This is explored as the primary strategy to prevent 
the photoresist from overheating throughout the 
project. The ICP power in the original power is 
1500 W, and experiments are conducted at ICP 
powers ranging from 750 W to 1750 W. 

Experiments with only photoresist on a 2 mm 
thick substrate showed that decreasing the ICP 
power is promising in reducing noise. A sample is 
etched at 1000W, and it is found that the noise 
level is still unacceptable. Ultimately, it is 
determined that hard-baking the photoresist 
rendered decreasing the ICP power unnecessary. 

Hard-baking (post-development baking): 
After developing the exposed photoresist, it is 
baked for 1 hour at 115°C on a hot plate.  

Baking the photoresist helps it withstand the high 
temperatures inside the reactive ion etcher [3] and 
eliminates the precence of noise structures in the 
etched sample. This process variation is included 
in the final fabrication process. 

Table B1. Fabrication process variations explored in the project and their corresponding 
observed effects 

B.3 Procedures for Cooling the Electrode 

1. Place the carrier wafer with the sample inside the chamber as usual. 
2. To the left side of the etch chamber is a tube for the nitrogen pump. In the off position, 

the valve head should be perpendicular to the tube. Turn the valve 90 degrees clockwise 
so that the valve head is now parallel to the tube. The nitrogen pump is now on. 

3. In the “<Initial>” stage of a given recipe, uncheck “Use Current” next to the electrode 
setpoint temperature, and set it to a desired temperature, e.g. -10°C. Save a personal copy 
of the recipe. 

4. Under the “Process” tab, select the saved recipe from step 2 and click “Set Recipe 
Temps.” In the “Temperature (°C)” quadrant in the top left of the screen, under the 
“Setpoint” column,  the setpoint should now have changed to be the one specified the 
recipe. Wait for the temperature in the “Actual” column to match that of the setpoint. 

5. Run the etch job as usual. 
6. Under the “Process” tab, select the “DSE fast” recipe and click “Set Recipe Temps.” The 

temperature setpoint for the electrode should now be 15°C. Wait for the actual electrode 
temperature to rise to the setpoint. The sound of the nitrogen pump will become more 
noticeable during this step. 

7. Turn off the nitrogen pump by turning the valve 90 degrees counterclockwise. Now the 
nitrogen pump is off. 

8. Remove the carrier wafer from the chamber as usual. 
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Appendix C 

Summary of Software Packages 
This appendix presents a summary of the software packages used for this project. 

 Scripts Description 

Simulated 
Annealing 
Optimizer 

Appendix D.1: Implementation 
Script 
Appendix D.2: Objective Function 

The simulated annealing optimizer built 
into MATLAB is explored as an option 
for the second-level optimization of CGH 
designs. The entire optimization package 
consists of 2 scripts, one for calling the 
simulated annealing optimizer, and one 
to serve as the objective function. 
 
To use the optimizer, in the script 
provided in Appendix D1, modify the 
variables for the source matrix filepath 
and CGH design filepath. Then run the 
script. 

Gerchberg-
Saxton 
Design 
Package 

Appendix D.3: G-S Main Script Outer loop, calls Gerchberg-Saxton 
algorithm repeatedly to generate different 
CGH designs. 
 
To use this design package, provide the 
correct filepaths for the target image file 
and source distribution matrix at the top 
of the script before running it. Note that 
the for loop can be changed to “parfor” 
to implement parallel computing. 

Appendix D.4: G-S Algorithm Main Gerchberg-Saxton algorithm 
written by Milster. Is modified by Milster 
on 3/8/24 to include ROI/RONI 

Appendix D.5: Design Evaluator Automatically calculates the diffraction 
efficiency and uniformity of a given 
CGH design. Merit function is modified 
by Milster on 3/8/24 

Appendix D.6: Nonlinear 
Simulation 

Simulates what the image would look 
like if the CGH design are fabricated 
with non-linearity 

Appendix D.7: Timestamp Generates timestamp used to label 
folders and CGH designs 

Linearization 
Package 

Appendix D.8: Process 
Linearization 

Appendix D.8 is used to process 
linearization data, or 2D etch depth data 
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Appendix D.9: Linearize for a test ramp. The script has a user 
interface in the command window. Upon 
running the script, a window pops up for 
the user to select their etch depth data. 
Then the user should flip the data as 
necessary so that the ramp slopes 
downward from left to right. The data 
then needs to be trimmed to be 
representative of the full exposure range. 
Then, fit a curve to the exposure curve 
and process the linearization. 
 
Appendix D.8 produces a calibration 
curve file and a linear map file. These are 
used in the script provided in Appendix 
D.9 to linearize a given CGH design. 
 
Both scripts are written by the Milster 
Group. 

BMP to 
DXF 
Conversion 

Appendix D.10: BMP to DXF 
Converter 

This script converts a given BMP file to 
a DXF file so that it can be imported into 
the MLA 150. To use the script, provide 
the filepath to the input file, and change 
the filepath and filename of the output 
file as desired. Change the pixel size in 
microns if needed. To do this, change the 
“scale” variable, as well as two 
parameters in the “Polylinemid” vector. 
An example is provided in the code for 
which two parameters to change. This 
script is written by the Milster Group. 

Table C1. Index of software packages provided in Appendix D.  
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Appendix D 

Software Packages 
D.1 Simulated Annealing Implementation Script 
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D.2 Simulated Annealing Objective Function 
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D.3 Gerchberg-Saxton Main Script 

 



87 
 

 



88 
 

 

D.4 Gerchberg-Saxton Algorithm 
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D.5 Design Evaluator
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D.6 Nonlinear Simulation
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D.7 Timestamp 
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D.8 Process Linearization
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D.9 Linearize 
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D.10 BMP to DXF Conversion 
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