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Abstract

Quantum transduction and error correction are pivotal for advancing quantum
communication, particularly in the optical frequency domain. Coherent transduc-
tion between microwave and optical frequencies is essential for connecting super-
conducting quantum processors over long distances. Additionally, quantum error
correction plays a vital role in safeguarding the fidelity of quantum information
during transmission through noisy communication channels.

This dissertation explores an electro-optic transduction system based on continuous-
variable quantum teleportation, proposing and formulating a general continuous-
variable quantum teleportation channel within this context. The advantages and
limitations of the teleportation-based quantum transduction are analyzed, highlight-
ing its robust performance in practical levels of cooperativity and extraction coeffi-
cients, common in electro-optic transduction systems. The study also examines new
methods to enhance the performance of teleportation based quantum transduction,
offering feasible near-term experimental solutions. Compared to the standard di-
rect conversion approach under the same conditions, the teleportation-based scheme
demonstrates superior, while limited, efficacy.

In parallel, the dissertation delves into continuous variable quantum error cor-
rection utilizing Gottesman-Kitaev-Preskill (GKP) states, focusing on error correc-
tion under the stabilizer formalism framework. Two primary models are explored:
safeguarding oscillators with GKP states and safeguarding GKP qubits with GKP
states. For safeguarding oscillators, new encoding methods are presented, consid-
ering general symplectic transform matrices and channel properties. A novel esti-
mation approach is proposed, outperforming traditional linear estimation method
and slightly extending the error correction threshold. Furthermore, the dissertation
discusses potential code reduction and evaluates the bounds of quantum capacity
and ultimate noise reduction when the squeezing is limited. The optimal strategy
for protecting a single oscillator with another GKP state is identified.

Regarding GKP qubit encoding, a new family of codes – the distributed two-
mode squeezing code – is proposed, which is effective in low dimensions and simpler
in design compared to existing codes. This code family, leveraging the concept of
distributing entanglement among multiple oscillators, shows promise for application
in higher dimensions in future quantum error correction studies.
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Chapter 1

Continuous Variable Quantum
Systems

This chapter delves into the realm of continuous variable (CV) quantum systems,
a cornerstone in the field of quantum mechanics and quantum information theory.
CV systems, characterized by quantum states in infinite-dimensional Hilbert spaces,
are fundamental for understanding a wide range of quantum phenomena. These in-
clude quantum harmonic oscillators, quantum transduction, quantum entanglement
in CV systems, and CV error correction.

The chapter is organized to first introduce the mathematical theorems and tools,
as well as basic definitions and properties of Gaussian Transforms. Then the Gaus-
sian channel is discussed, along with the capacity of the channel. These concepts and
tools are well-known and form a well-formulated quantum mechanical description.

1.1 Preliminaries

1.1.1 Mathematical Tools

Definition 1 (Symplectic Form) A symplectic form on a real vector space V is
a bilinear map ψ : V × V → R such that:

• ψ is skew-symmetric, meaning ψ(v1, v2) = −ψ(v2, v1) for all v1, v2 ∈ V .

• ψ is non-degenerate, which implies that if ψ(v, w) = 0 for all w ∈ V , then
v = 0.

Lemma 2 Let ψ be a symplectic form on a real vector space V of finite dimension.
Define V ⊥ = u ∈ V | ψ(u, v) = 0,∀v ∈ V . Then V ⊥ is a subspace of V , and we have
V = W ⊕ V ⊥.

Proof. V ⊥ comprises all vectors in V that are symplectically orthogonal to every
vector in V . It forms a subspace of V , as for any v1, v2 ∈ V ⊥, any linear combination
of v1 and v2 also belongs to V ⊥. According to linear algebra, every subspace of a
finite-dimensional vector space is complemented (refer to [1]). Thus, we can express
V as the direct sum V = W ⊕ V ⊥.

Lemma 3 (Gram-Schmidt) Let V be a finite-dimensional vector space over a
field F with a skew-symmetric form ψ : V × V → F . Then there exists a basis B in



7

V such that the matrix representation of ψ under B, denoted [ψ]B, is (⊕n
i=1ω)⊕0m,

where ω =

(
0 1
−1 0

)
.

Proof. The theorem can be proved by induction. Let V = W⊕V ⊥, where ψ|V ⊥×V =
0. If ψ|W×W is a zero form, then n = 0 and we are done. Otherwise, there exists
v1, v2 ∈ W such that ψ(v1, v2) ̸= 0. Since F is a field, we can assume ψ(v1, v2) = 1
by applying a nonzero scaling factor to v1 or v2. Moreover, v1 and v2 are linear
independent otherwise v2 = av1 for some nonzero a ∈ F and ψ(v1, v2) = ψ(v1, av2) =
0.
Let W1 = span(v1, v2) be the vector space spanned by v1 and v2. Define W⊥

1 =
{v ∈ W |ψ(v, w1) = 0, ∀w1 ∈ W1}, which is also a subspace of W . Observe that
W1 ∩ W⊥

1 = {0}. If v ∈ W , ψ(v, v1) = c and ψ(v, v2) = d, there exists w1 =
dv1 − cv2 ∈ W1 such that v − w1 ∈ W⊥

1 . Thus W = W1 ⊕ W⊥
1 . ψ|W1×W1 has

representation ω and ψ|W1×W⊥
1
= 0. By induction, we have W = W⊥

n ⊕ ...⊕W⊥
1 and

a corresponding set of vectors B = {v1, v2, ..., v2n} such that [ψ]B = (⊕n
i=1ω) ⊕ 0m.

Definition 4 (Standard Forms) The standard form 1, ψ1 and the standard form
2, ψ2 on R2n are defined as follows:

ψ1(v1, v2) = v⊤1 Ω2nv2, (1.1)

ψ2(v1, v2) = v⊤1 J2nv2, (1.2)

where Ω2n = ⊕n
i=1ω and J2n =

(
0 In

−In 0

)
, and ω is as previously defined.

Definition 5 (Symplectic Matrices) The group of symplectic matrices on the
real vector space R2n with respect to Ω2n is defined as

Sp(R2n,Ω2n) = {S | S⊤Ω2nS = Ω2n}. (1.3)

For simplicity, this group is denoted as Sp(2n) = Sp(R2n,Ω2n).

Note that if S ∈ Sp(2n), then S−1 and S⊤ are also in the group of symplectic
matrices.

Lemma 6 (Extension of Symplectic Basis) Let V be a subspace of R2n, and
suppose there exists a basis B of V such that B⊤Ω2nB = Ω2m, where m ≤ n and
B is the matrix with columns formed by the vectors in B. Then B can be extended
to B̄ as a basis of R2n such that B̄⊤Ω2nB̄ = Ω2n. Two extensions B̄1 and B̄2 are
unique up to local symplectic transform, i.e. B̄1 = B̄2(I2m ⊕ S).

Proof. The existence of the extension B̄ is guaranteed by Lemma 3. Consider two
such extensions B̄1 and B̄2. We have

B̄⊤1 Ω2nB̄1 = Ω2n = B̄⊤2 Ω2nB̄2.

This equality implies that B̄1 = B̄2S̄ for some matrix S̄ ∈ Sp(2n). On the other
hand, B̄1 and B̄2 have the same first 2m columns. Then S̄ must have the block
form

S̄ =

(
I2m C
0 S

)
.
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From S̄⊤Ω2nS̄ = Ω2n, we get S⊤Ω2n−2mS = Ω2n−2m and C = 0.
A special subgroup of Sp(2n) is the intersection of Sp(2n) and the real orthogonal

group O(2n). This subgroup represents passive operations or general beam splitters
in quantum mechanics, as it does not alter the system’s total energy. Remarkably,
there is a correspondence between this subgroup and the complex unitary group of
dimension n, as described in [1]:

U(n) ∼= Sp(2n) ∩O(2n), (1.4)

where ∼= denotes group isomorphism. Similar to singular value decomposition of a
real matrix, a real symplectic matrix S can be diagonalized by two matrices O1 and
O2 in Sp(2n) ∩O(2n), which is called Bloch-Messiah decomposition [2]

S = O1Sq(r)O2, (1.5)

where Sq(r) = Diagonal(r1, 1/r1, . . . , rn, 1/rn) is a diagonal matrix representing
squeezing operation. The squeezing operation is active because it changes the sys-
tem’s total energy. Since U(n) has dimension n2, we have dimension of Sp(2n):

dim Sp(2n) = 2n2 + n. (1.6)

Definition 7 A symplectic form on an R-module M is a bilinear mapping ψ :
M ×M → R with the following property:

• Skew-symmetry: ψ(m1,m2) = −ψ(m2,m1) for all m1,m2 ∈M .

In this dissertation, the base ring R is the set of integer Z andM is finitely generated
by {m1, ...,ms}, thus is a free module. Similarly, a skew-symmetric form can be
block-diagonalized.

Lemma 8 Let M be an n-dimensional free module over a principal ideal domain Z
and ψ : M ×M → Z is a skew-symmetric form. Then there exists a basis B in M
such that under the basis representation [ψ]B, we have

[ψ]B =

[
k⊕

i=1

(
0 di

−di 0

)]
⊕ 0n−2k,

where di are elements of Z.

Proof. Since M is isomorphic to Zn, where n is the dimension, we can consider
M as Zn with the basis {m1, . . . ,mn}. Viewing Zn as a ring, the map ψ(m1,M)
is a from Zn to Z. Thus, ψ(m1,M) forms a subring of Z. Since for all r ∈ Z,
rψ(m1,M) = ψ(m1, rM) ⊆ ψ(m1,M), ψ(m1,M) is an ideal of principle ideal do-
main Z as well. Then ψ(m1,M) = ⟨d1⟩. If d1 = 0, then m1 is orthogonal to
{m2, ...,mn}. We set M = span(m1) ⊕ span(m1)

⊥ and consider a smaller module
span(m1)

⊥.
If d1 ̸= 0, there exists b1 ∈ M such that ψ(m1, b1) = d1. Then the ideal ψ(b1,M) =
⟨d2⟩, with d2|d1. And we have ascending chain ⟨d1⟩ ⊆ ⟨d2⟩ ⊆ ... ⊆ ⟨dk⟩. There exits
k such that dk = dk+1 = d since Z is Noetherian. We have a pair of elements of M
such that ψ(bk,M) = ⟨d⟩ = ψ(bk+1,M) and ψ(bk, bk+1) = d by construction. bk and
bk+1 are linear independent otherwise d = 0. Let α = bk and β = bk+1, the module
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generated by {α, β} is a free submodule of M . From basis theorem of free module,
there exits a basis of M , {α′, β′, γ1, ...} such that α = r1α

′ and β = r2β
′. Since

ψ(α, β)|ψ(α, β′), r2ψ(α, β′)|ψ(α, β′). Then r2 = ±1. Similarly r1 = ±1. So we find
a basis {α, β, γ1, ...} of M such that ψ(α, γk) = rkd and ψ(β, γk) = r′kd for some rk
and r′k in Z. Replacing γk by γ′k = γk − rkβ + r′kα, then ψ(α, γ

′
k) = ψ(β, γ′k) = 0.

We find a basis {α, β, γ′1, ...} such that M = span(α, β) ⊕ [span(α, β)]⊥. By math-
ematical induction, M = [⊕k

i=1span(α1, β1)] ⊕n−2k
i=1 span(mi) and under this basis

[ψ]B =

[
⊕k

i=1

(
0 di

−di 0

)]
⊕ 0n−2k.

1.1.2 Gaussian Transform

The quantum harmonic oscillator is characterized by position and momentum
operators, denoted as x̂ = (q̂, p̂)⊤, which possess continuous spectra over the real
numbers. The fundamental canonical commutation relation, given by [q̂, p̂] = iℏ,
leads to the following matrix representation:

[x̂, x̂⊤] =

(
0 iℏ

−iℏ 0

)
= iω,

with the unit

ℏ = 1.

This formulation lays the groundwork for exploring the properties of quantum har-
monic oscillators in the realm of quantum mechanics. The annihilation and creation
operators are defined by

â = (q̂ + ip̂)/
√
2, (1.7)

â† = (q̂ − ip̂)/
√
2, (1.8)

which satisfy the commutation relation

[â, â†] = 1.

For n oscillators, we use the vector of operators x̂ = (q̂1, p̂1, ..., q̂n, p̂n)
⊤ and â =

(â1, â
†
1, ..., ân, â

†
n). The Wely operator is defined as

Ŵ (ξ) = eix̂
TΩξ, (1.9)

where Ω = ⊕n
i=1ω. Let t = Ωξ, we may also write Ŵ (t) = eix̂

⊤t. The orthogonality
of Wely operators is

Tr[e−ix̂
TΩξ1eix̂

TΩξ2 ] = (2π)nδ(ξ1 − ξ2),

Tr[e−ix̂
Tt1eix̂

Tt2 ] = (2π)nδ(t1 − t2).

An operator ÛS,d is Gaussian if in Heisenberg picture it transforms the canonical
operator x̂ to

x̂′ = Û †S,dx̂ÛS,d = Sx̂+ d. (1.10)
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By commutation relation, we have [x̂, x̂⊤] = iΩ and [x̂′, x̂′⊤] = iΩ. Therefore S
has to be symplectic for a quantum valid operation,

SΩS⊤ = Ω.

On the other hand, from [eid
⊤Ωx̂, x̂] = d and the Baker-Campbell-Hall formula [3],

eXY e−X = Y + [X, Y ] +
1

2!
[X, [X, Y ]] + . . . , (1.11)

eid
⊤Ωx̂x̂e−id

⊤Ωx̂ = x̂+ d.

So the displacement operator is given by

D̂(d) = e−id
⊤Ωx̂. (1.12)

From Eq. (1.10), we obtain the transform of Wely operator under a Gaussian trans-
form.

Û †S,dŴ (ξ)ÛS,d = Ŵ (S−1ξ)eid
⊤Ωξ, (1.13)

Û †S,dŴ (t)ÛS,d = Ŵ (S⊤t)eid
⊤t. (1.14)

1.1.3 Characteristic Function and Wigner Function

The characteristic function χÔ(ξ) of an operator Ô describes its statistics in real
space. It is defined by the inner product

χÔ(ξ) = Tr
(
ÔŴ (ξ)

)
. (1.15)

A state ρ̂ is defined as a Gaussian state with mean m and variance σ if it has a
characteristic function of the form

χρ̂(ξ) = exp

(
im⊤(Ωξ)− 1

2
(Ωξ)⊤α(Ωξ)

)
, (1.16)

χρ̂(t) = exp

(
im⊤t− 1

2
t⊤αt

)
. (1.17)

The Gaussian state is generated by the second order of x̂. By inverting Eq. (1.15),
one can obtain [4]

ρ̂ = exp
{
−x̂⊤ϵx̂

}
,

where ϵ is a certain real matrix. This relationship highlights the connection between
the Gaussian states and quadratic forms in the operators x̂. From the inequality
Tr
(
(x̂−m)⊤ρ̂(x̂−m)

)
≥ 0, it can be derived that the covariance matrix of a

Gaussian state must satisfy [5]

α± iΩ/2 ≥ 0, (1.18)

which is a manifestation of the quantum uncertainty principle in the context of
Gaussian states.
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For example, the thermal state ρ̂th(n̄) is a Gaussian state with mean 0 and
covariance matrix σ = (n̄+1/2)I2, where n̄ ≥ 0 is the thermal background. In Fock
basis, the thermal state has expression

ρ̂th(n̄) =
1

n̄+ 1

∞∑

k=0

(
n̄

n̄+ 1

)k

|k⟩⟨k| . (1.19)

Another example is coherent state |α⟩, where α = αR+iαI is a complex number. The
coherent state has mean d =

√
2(αR, αI)

⊤ and covariance matrix α = 1/2I2. By
Williamson’s theorem [6], a covariance matrix α can be diagonalized by a symplectic
transform S. Suppose that SαS⊤ = diag(α1, α1, . . . , αn, αn), where αi are the
symplectic eigenvalues. Then, Eq. (1.18) is equivalent to stating that the symplectic
eigenvalues αi must be greater than 1/2. Let αi = n̄i + 1/2, a Gaussian state with
mean m can always be decomposed as

ρ̂ = ÛS−1,m (⊗n
i=1ρ̂th(n̄i)) Û

†
S−1,m. (1.20)

A Gaussian state is pure if and only if n̄i = 0. This implies that all pure Gaussian
states can be generated from the vacuum state by applying a bosonic transform S
and displacement d. In other words, for a pure Gaussian state, the covariance matrix
satisfies α = SS⊤/2. Any Gaussian state can be purified by some Gaussian state
in a higher dimension. From the decomposition rule, it is sufficient to demonstrate
that a single-mode thermal state can be obtained from a pure state in a composite
system AB. This process of purification is essential for understanding the structure
and behavior of Gaussian states in quantum systems. The covariance matrix

αAB =

(
(n̄+ 1/2)I2

√
n̄(n̄+ 1)Z2√

n̄(n̄+ 1)Z2 (n̄+ 1/2)I2

)
, (1.21)

where Z2 = diag(1,−1), represents a pure Gaussian state in AB. The subsystem A
is a thermal state. It is worth to mention that this is a two-mode squeezed vacuum
state, which is defined by its covariance matrix

π(r) =
1

2

(
cosh rI2 sinh rZ2

sinh rZ2 cosh rI2

)
. (1.22)

The Wigner function of a Gaussian state is obtained by the Fourier transform of its
characteristic function:

Wρ̂(x) =
1

(2π)2n

∫

R2n

d2nt e−it
⊤xχρ̂(t), (1.23)

which results in a Gaussian function. By integration, the following properties of
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Wigner function and characteristic function can be verified.

∫

R2n

d2nx Wρ̂(x) = 1, (1.24a)

χρ̂(0) = 1, (1.24b)

Wρ̂1⊗ρ̂2(x) = Wρ̂1(x1)Wρ̂2(x2), (1.24c)

χρ̂1⊗ρ̂2(t) = χρ̂1(t1)χρ̂2(t2), (1.24d)

Tr(ρ̂σ̂) = (2π)n
∫
d2nx Wρ̂(x)Wσ̂(x), (1.24e)

Tr(ρ̂σ̂) = 1/(2π)n
∫
d2nt χρ̂(t)χσ̂(−t), (1.24f)

WTrB(ρ̂AB) (xA) =

∫
d2xB Wρ̂AB

(xA,xB), (1.24g)

χTrB(ρ̂AB) (tA) = χρ̂AB
(tA,xB = 0). (1.24h)

If ρ̂′ = ÛS,dρ̂Û
†
S,d, then

χρ̂′(ξ) = Tr
(
ÛS,dρ̂Û

†
S,dŴ (ξ)

)

= Tr
(
ρ̂Ŵ (S−1ξ)eid

⊤Ωξ
)

= χρ̂(S
−1ξ)eid

⊤Ωξ, (1.25a)

χρ̂′(t) = χρ̂(S
⊤t)eid

⊤t. (1.25b)

1.1.4 Gaussian Channel

A quantum channel Φ transforms a state ρ̂ to another state Φ(ρ̂). To be a valid
channel, if the input state ρ̂ is a valid quantum state, then the output Φ(ρ̂) must
also be a quantum state adhering to the axioms of quantum mechanics. Thus, Φ
is a trace-preserving and completely positive map (CPTP). The trace-preserving
condition is derived from the fact that Tr(Φ(ρ̂)) = 1 when Tr(ρ̂) = 1. The complete
positivity comes from the consideration that if an auxiliary system R is introduced
to our quantum system Q : ρ̂→ Φ(ρ̂), the channel 1̂R ⊗Φ outputs a valid quantum
state (positive operator) for any input state ρ̂QR of the combined system. According
to Stinespring dilation theorem [7, 8], any CPTP map Φ can be represented on some
auxiliary Hilbert space. Specifically, for a quantum system Q and an environment
E, we have

Φ(ρ̂) = TrE[UQE(|0⟩E ⟨0| ⊗ ρ̂Q)U
†
QE], (1.26)

where UQE is some unitary operator. A Gaussian channel, as illustrated in Fig. 1.1,
involves an input state which is a direct product of a state ρ̂ in system A and
an environmental Gaussian state ρ̂G in system D. It is important to note that
the environmental Gaussian state ρ̂G can be purified as outlined in Eq. (1.21) by
Stinespring dilation. During the interaction process, which occurs over a specific
time interval, the state ρ̂G is linearly coupled with the environment by Gaussian
unitary.
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Figure 1.1: Illustration of a Gaussian channel. An input state is linearly coupled to
a Gaussian state by ÛS. The output is obtained by tracing out the environment.

The output of the channel is then obtained by tracing out the environment E
from the combined system BE. As a result, the transformation of states from system
A to system B becomes a Gaussian channel

Φ(ρ̂) = TrE[ÛS(ρ̂⊗ ρ̂G)Û
†
S].

Let

S =

(
T TD

L LD

)
.

Then from Eq. (1.25b), the characteristic function of the output is

χρ̂(tB, tE) = χρ̂⊗ρ̂G(S
⊤(tA, tD))

= χρ̂(T
⊤tB +L⊤tD)χρ̂G(T

⊤
D tB +L⊤DtD).

Tracing out the environment E as in Eq. (1.24h), the characteristic function of the
final state in system B is

χρ̂(T
⊤tB)χρ̂G(T

⊤
D tB) = χρ̂(T

⊤tB) exp

(
id⊤tB − 1

2
t⊤BNtB

)
,

where N = TDαDT
⊤
D and d = TDmD and Gaussian state ρ̂G has covariance matrix

αD and mean mD. In general, a Gaussian channel is determined by T , N and
d and it transforms the Gaussian state with mean m and covariance matrix α to
another Gaussian state with

m′ = Tm+ d, (1.27a)

σ′ = TσT⊤ +N . (1.27b)

The transform in terms of characteristic function is given by

χΦ(ρ̂)(t) = χρ̂(T
⊤t) exp

(
id⊤t− 1

2
t⊤Nt

)
. (1.28)

Lemma 9 ([4]) A channel defined by Eq. (1.27a) and Eq. (1.27b) is Gaussian if
and only if

N ± i

2
(ΩB − TΩAT

⊤) ≥ 0. (1.29)
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Proof. Without the loss of generality, we can assume d = 0. If the channel is
Gaussian, then there exists a Gaussian state αD and a symplectic transform S such
that N = TDαDT

⊤
D and ΩB = TΩAT

⊤ + TDΩDT
⊤
D . By uncertainty relation of

Gaussian state αD,

N = TDαDT
⊤
D ≥ ±i/2TDΩDT

⊤
D = ±i/2(ΩB − TΩAT

⊤).

On the other hand, if Eq. (1.29) is satisfied, we need to find a symplectic extension of
T from the system A to AD so that T is the transform A→ B. One can construct
such a symplectic transform S given the condition ΩB = TΩAT

⊤+TDΩDT
⊤
D such

that the first n rows of S is (T ,TD). This is due to

(T ,TD)

(
ΩA 0
0 ΩD

)(
T⊤

T⊤D

)
= ΩB,

and Lemma 6. The proof is now equivalent to given T find a Gaussian state αD ≥
±i/2ΩD and a real matrix TD such that TDαDT

⊤
D = N and ΩB = TΩAT

⊤ +
TDΩDT

⊤
D . Since ΩB − TΩAT

⊤ is a real anti-symmetric matrix, by Lemma 3,
there exists a basis B such that BΩDB

⊤ = ΩB−TΩAT
⊤. So we find TD = B and

αD = T−1D NT−⊤D to satisfy the above conditions. αD is positive since N is positive.
αD ≥ ±i/2ΩD is equivalent to N ≥ ±i/2TDΩDT

⊤
D = ±i/2(ΩB − TΩAT

⊤), which
completes the proof.

Given two Gaussian channels Φ1 characterized by T1, N1 and d1 and Φ2 char-
acterized by T2, N2 and d2, the concatenated channel Φ2 ◦ Φ1 is Gaussian with

T = T2T1, (1.30a)

N = T2N1T
⊤
2 +N1, (1.30b)

d = T2d1 + d2. (1.30c)

When both system A and B have dimension n = 1, the channel is a single-mode
Gaussian channel. With a suitable symplectic transform applied before the input
state ρ̂ and after the output state Φ(ρ̂), a single-mode Gaussian channel can be
simplified to a form where T and N are diagonal and d = 0. The simplified
channel can then be classified into different classes based on the structure of TΩT⊤

[9]. In this dissertation, we encounter three such classes: the thermal-loss channel,
the thermal-amplification channel, and the Gaussian additive-noise channel. The
transmissivity and noise characteristics of these channels are given by:

k2 = det[T ], (1.31)

N = (n̄+
1

2
)
∣∣k2 − 1

∣∣ =
√

det[N ], (1.32)

where k2 ≥ 0 is the transmissivity, N is the additive noise, and n̄ is the mean
photon number of the thermal background. When k < 1, the channel is a thermal-
loss channel. When k = 1, the channel is an additive noise channel with n̄ |k2 − 1| →√

det[N ]. When k > 1, the channel is a thermal-amplification channel.

1.2 Capacity of Gaussian Channels

In this section, I briefly review the quantum information rate and the capacity of
Gaussian channels. While the exact quantum capacity of Gaussian channels remains
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an open question, there are established methods for determining both upper and
lower bounds of capacity. These bounds provide crucial insights into the efficiency
and limitations of information transmission through Gaussian channels in quantum
communication systems.

1.2.1 Entropy of Continuous Variables

Similar to classical information theory, the entropy of a state ρ̂ is given by

H(ρ̂) = −Tr(ρ̂ log ρ̂). (1.33)

According to the source theorem [4], the entropy defined in Eq. (1.33) represents
the amount of information encoded in the quantum state ρ̂. The entropy is 0 if a
state is a pure state. Since ρ̂ is a positive operator, it has positive eigenvalues λi
with eigenvectors |i⟩⟨i| as pure state. Then ρ̂ =

∑
i λi |i⟩⟨i| and

H(ρ̂) = −
∑

i

λi log λi. (1.34)

Since H(ρ̂) = H(Û ρ̂Û⊤), the entropy is independent of unitary transformation.
From Eq. (1.20), the entropy of a Gaussian state depends only on its symplectic
eigenvalues αi = n̄i + 1/2. From the Eq. (1.19), the eigenvalues of a thermal state
ρ̂th(n̄) is λk = n̄k/(n̄+1)k+1 therefore by Eq. (1.34), the entropy of the thermal state
is given by

g(n̄) = (n̄+ 1) log(n̄+ 1)− n̄ log(n̄). (1.35)

From the decomposition in Eq. (1.20), the entropy of a Gaussian state is the sum∑n
i=1 g(n̄i).

Definition 10 (Complementary Channel) Given a channel Φ with representa-
tion by Stinespring dilation theorem

Φ(ρ̂) = TrE[UQE(|0⟩⟨0|E ⊗ ρ̂Q)U
†
QE],

the complementary channel of Φ is defined as

ΦC(ρ̂) = TrQ[UQE(|0⟩⟨0|E ⊗ ρ̂Q)U
†
QE]. (1.36)

Let |χ⟩⟨χ|RQ be a purification of ρ̂. The entropy exchange is the amount of quantum
information of the state after the channel:

H(ρ̂,Φ) = H(1̂⊗ Φ(|χ⟩⟨χ|RQ)),

ρ̂ = Tr(|χ⟩⟨χ|RQ).

The entropy of ΦC(ρ̂) is the same as the entropy exchange. Since after the interac-
tion, the ρ̂RQE is a pure state Then H(ΦC [ρ̂]) = H(E) = H(RQ) = H(ρ̂,Φ). The
capacity refers to a channel’s information rate. In quantum information science,
depending on how we use the quantum channel Φ, we have different quantities to
describe the information rate. Below I summarize some known theorems about dif-
ferent capacities and their results on Gaussian channel. The classical capacity of a
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quantum channel Φ refers to its capability to transfer classical information. In this
context, classical information is encoded in an ensemble {πi, ρ̂i}, where πi denotes
a probability distribution satisfying

∑
i πi = 1, and each ρ̂i corresponds to a quan-

tum state source. The classical capacity of the channel is quantified by the Holevo
capacity Cχ, as established in the seminal work by Holevo [10].

Cχ(Φ) = sup
πi,ρ̂i

[
H

(∑

i

πiΦ(ρ̂i)

)
−
∑

i

πiH (Φ(ρ̂i))

]
. (1.37)

It is possible to introduce a constraint F̂ on the ensemble for a certain quantity

E > 0. Then, the condition is given by Tr
(
F̂
∑

i πiρ̂i

)
≤ E. For instance, in the

case of an energy constraint, we have Tr (n̂
∑

i πiρ̂i) ≤ n̄, where n̄ represents the
average photon number of the ensemble.

For a Gaussian channel Φ, calculating the Holevo capacity Cχ(Φ) is challenging.
There is a conjecture that the maximization can be achieved by using coherent states
|αi⟩ [4]. This conjecture holds true for Gaussian channels when the environmental
state D, denoted as ρ̂G, is initially in the vacuum state with n̄ = 0. In this case,

Cχ(Φ) = g(k2E), (1.38)

where k2 = det[T ] and E is the energy constraint. A lower bound of Cχ can be

obtained by taking ρ̂ = |α⟩⟨α| as input with probability distribution p(α) ∝ e−|α|
2/E

[11] and

Cχ(Φ) = g(k2E + n̄)− g(n̄). (1.39)

1.2.2 Entanglement-Assisted Classical Capacity

Another strategy for transmitting classical information from Alice to Bob in-
volves utilizing entanglement. Initially, Alice and Bob share an entangled state
ρ̂AB before using the channel. Alice performs an operation EA on her part of the
state, ρ̂A, and then sends the state through the channel to Bob. Upon receiving it,
Bob performs a combined measurement on EA ⊗ IB(ρ̂AB) to retrieve the informa-
tion. The maximum information rate achievable in this scenario is defined as the
entanglement-assisted classical capacity Cea(Φ). It has been shown that the classical
capacity is the maximum of quantum mutual information I(ρ,Φ) [12]

Cea(Φ) = sup
ρ̂
H(ρ̂) +H(Φ[ρ̂])−H(ΦC [ρ̂]). (1.40)

In general Cχ(Φ) ≤ Cea(Φ) ≤ log(d)+Cχ(Φ). And for a Gaussian channel Φ, Cea(Φ)
is attained by Gaussian state ρ̂ with Tr{ρ̂n̂} = E. The analytical expression exists
and can be calculated by H(ρ̂), H (Φ[ρ̂]) and H(ρ̂,Φ) = H(ΦC [ρ̂]). First of all
from Eq. (1.35) H(ρ̂) = g(E). And from Eq. (1.27b), one can get the mean photon
number N ′ at output by

N ′ =





k2E + (1− k2)n̄, if k < 1;√
det[N ], if k = 1;

k2E + (k2 − 1)(n̄+ 1), if k > 1.

(1.41)
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The purification of ρ̂ can be obtained by Eq. (1.21). The entropy exchange H(ρ̂,Φ)
can be calculated by symplectic eigenvalues of matrix

(
(N ′ + 1/2)I2 k

√
E(E + 1)Z2

k
√
E(E + 1)Z2 (N ′ + 1/2)I2

)
.

The symplectic eigenvalues are D ± (N ′ − E), where

D =
√

(E +N ′ + 1)− 4k2E(E + 1).

1.2.3 Quantum Capacity

The quantum capacity of a channel refers to the maximum rate of quantum
information (qubits) that can be transmitted through the channel, with the aid
of quantum error correction. This process involves both encoding and decoding.
A nonzero quantum capacity is crucial for the existence of effective encoding and
decoding schemes that enable faithful qubit transmission. If quantum capacity is
zero, the quantum information is invariably lost, even though classical information
might still be transmitted successfully.

Given that S(Φ(ρ̂)) represents the quantum information retrievable from the
output of the channel, and S(ΦC(ρ̂)) denotes the inaccessible portion of quantum
information, the coherent information is defined as

Ic(ρ̂,Φ) = S(Φ(ρ̂))− S(ΦC(ρ̂)), (1.42)

which has been proven to be the rate of quantum information for a single use of the
channel [13, 14]. Since the channel can be utilized multiple times and an entangled
state can be used as the input, the quantum capacity is given by

Q(Φ) = max
ρ̂⊗n

lim
n→∞

1

n
Ic(ρ̂

⊗n,Φ⊗n). (1.43)

In general, obtaining quantum capacity of a channel is hard due to the difficulty of
evaluating Ic(ρ̂,Φ) and the entanglement-assisted enhancement of multiple uses of
channel. However, there are known theorems and lower and upper bounds that help
with evaluating the quantum capacity of single-mode Gaussian channel [11, 15, 16].
The lower bound is obtained by considering the Gaussian state ρ̂.

QLB(η,N) ≡ max

[
log

(
η

|1− η|

)
− g (n̄) , 0

]
, (1.44)

where η = k2 and n̄ is the mean photon number of thermal background as in
Eq. (1.41). The upper bounds are obtained by two-way assisted quantum capacity
and the degradable extensions.

QUP = min[QPLOB(η, n̄), QDE(η, n̄)]. (1.45)

Here the capacities are given by

QPLOB(η, n̄) ≡





max [− log2 [(1− η) ηn̄]− g (n̄) , 0] , if η < 1;

max
[
log2

(
ηn̄+1

η−1

)
− g(n̄), 0

]
, if η > 1;

log2 (1/Nadd)− 1/ ln(2) +Nadd/ ln(2),
if η = 1, (1− η)n̄→ Nadd.

(1.46)
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QDE(η, n̄) ≡





max
{
log2

(
η

1−η

)
+ h [(1− η) (2n̄+ 1) + η]

−h [η (2n̄+ 1) + 1− η] , 0} , if η < 1;

max
[
log2

(
1

(η−1)n̄

)
− 1/ ln 2

+2h

(√
1 + (η − 1)2 n̄2

)
, 0

]
, if η > 1;

max
[
log2

(
1

Nadd

)
− 1/ ln 2 + 2h

(√
1 +N2

add

)
, 0
]
,

if η = 1, (1− η)n̄→ Nadd.

(1.47)

1.3 General Theorems on Quantum Information

This section is dedicated to organize some general theorems and concepts that are
pivotal in evaluating the quantum capacity of a channel. These foundational ideas
not only provide a theoretical underpinning for understanding quantum information
rate but also offer practical insights into their analysis and optimization.
Consider the direct composition of two channels Φ1 ⊗Φ2. It admits a general input
state ρ̂12. When ρ̂12 = ρ̂1 ⊗ ρ̂2 is separable, the output is equivalent to Φ1(ρ̂1) ⊗
Φ2(ρ̂2). And the information rate is Q(Φ1) + Q(Φ2). However, the potential for
greater classical and quantum information rates arises when ρ̂12 is an entangled state.
Consequently, the single-shot capacity values provided earlier should be regarded as
lower bounds for these channels.

Definition 11 (Entanglement Breaking Channel) A channel Φ is defined as
entanglement breaking if, for any input state |χ⟩ ⟨χ|RQ, the output IR⊗Φ(|χ⟩ ⟨χ|RQ)
is separable.

It is noteworthy that this definition is equivalent to stating that if the input |χ⟩ ⟨χ|RQ

is maximally entangled, the output will always be separable. This implies that if
a channel Φ is entanglement breaking, then the single-shot classical and quantum
capacity is the true capacity, as any entangled state becomes separable after multiple
uses of the channel. While this characteristic simplifies the analysis of the classical
capacity of the quantum channel, it is important to note that the quantum capacity
of entanglement-breaking channels is zero. This concept can be further generalized
to anti-degradable and degradable channels.

Definition 12 (Degradable and Anti-Degradable Channels) A channel Φ is
defined as degradable if there exists a completely positive and trace-preserving (CPTP)
map D such that ΦC = D◦Φ. Conversely, a channel is anti-degradable if Φ = D◦ΦC.

In the case of a degradable channel, the receiver can effectively simulate the en-
vironment ΦC(ρ̂) using the degradable map D. Conversely, for an anti-degradable
channel, the environment can simulate the received state Φ(ρ̂). It can be shown
that the coherent information defined in Eq. (1.42) is additive if Φ is degradable
and equals zero if Φ is anti-degradable [4]. Thus, an entanglement-breaking chan-
nel, being anti-degradable, has zero quantum capacity. Another important result is
that if ΦC is entanglement-breaking, then Φ is degradable. For single-mode Gaus-
sian channels characterized by k2 and n̄, the channel is anti-degradable when the
transmissivity η = k2 ≤ 1/2 and degradable when n̄ = 0 [17].

Despite the general difficulty in evaluating the true capacity of a channel, the data
processing inequality provides a means to compare the capacities of two channels.
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The inequalities of mutual information and coherent information are consequence
of the Strong Subadditive property. Following from these iniqualities, one can also
deduce the data inequality of capacity, considering that capacity is the supremum
of the channel’s information rate.

Theorem 13 (Data Processing Inequality) The data processing inequality in
quantum information theory states the following:

I(ρ̂,Φ2 ◦ Φ1) ≤ min{I(ρ̂,Φ1), I(ρ̂,Φ2)}, (1.48a)

Ic(ρ̂,Φ2 ◦ Φ1) ≤ min{Ic(ρ̂,Φ1), Ic(ρ̂,Φ2)}, (1.48b)

Cea(Φ2 ◦ Φ1) ≤ min{Cea(Φ1), Cea(Φ2)}, (1.48c)

Q(Φ2 ◦ Φ1) ≤ min{Q(Φ1), Q(Φ2)}. (1.48d)

One can evaluate the lower and upper bounds of quantum capacity by concate-
nating channels with known capacities. The quantum version of the data processing
inequality, derived from the strong subadditivity of quantum entropy, allows for
a closer evaluation if the auxiliary channel is chosen appropriately. Consider two
single-mode Gaussian channels Φ1 with T1 = diag(k1, k1) and N1 = diag(N1, N1),
and Φ2 with T2 = diag(k2, k2) and N2 = diag(N2, N2). If there exists a Gaussian
channel Φ2←1(T ,N ) such that Φ2 = Φ2←1◦Φ1, then Q(Φ2) ≤ Q(Φ1). Consequently,
we have

Corollary 14 For single-mode Gaussian channels Φ1 with T1 = diag(k1, k1) and
N1 = diag(N1, N1), and Φ2 with T2 = diag(k2, k2) and N2 = diag(N2, N2), if

N2 −
N1

k21
− 1

2

∣∣∣∣
k22
k21

− 1

∣∣∣∣ ≥ 0, (1.49)

then Q(Φ2) ≤ Q(Φ1).

Proof. The channel with T = T2T
−1
1 = diag(k2/k1, k2/k1) and

N = N2 − (T2T
−1
1 )N1(T2T

−1
1 )⊤ = diag(N2 − k22N1/k

2
1, N2 − k22N1/k

2
1),

is Gaussian if they satisfy Eq. (1.29). Then we impose

N +
i

2
(Ω− TΩT⊤) =

(
N2 −N1k

2
2/k

2
1

1
2
i(1− k22/k

2
1)

−1
2
i(1− k22/k

2
1) N2 −N1k

2
2/k

2
1

)
≥ 0. (1.50)

The eigenvalues are N2 − N1/k
2
1 ± 1

2
(k22/k

2
1 − 1). The matrix is positive if N2 −

N1/k
2
1 − 1

2
|k22/k21 − 1| ≥ 0. Therefore, with the condition as Eq. (1.49), we can find

a Gaussian channel Φ such that Φ2 = Φ ◦ Φ1, which complete the proof by data
processing inequality in Eq. (1.48d).
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Chapter 2

Continuous Variable Quantum
Teleportation

Quantum teleportation refers to the process of transferring a quantum state
from one location to another using an entangled pair and classical communication.
For discrete variables, qubit teleportation has been demonstrated using Bell states
and Bell measurements [18]. In contrast, in the continuous-variable regime, quantum
teleportation has been successfully achieved with two-mode squeezed vacuum states,
utilizing beam splitters and homodyne detection [19]. These analyses traditionally
focus on a single entangled pair. However, if entanglement is established among more
than two parties, additional information can be obtained by measuring a third state,
potentially enhancing the teleportation process. Quantum teleportation involving
more than two entangled states is often referred to as a quantum teleportation
network or entanglement-assisted quantum teleportation.

This section delves into the specifics of quantum teleportation with n oscillators.
I first generalize the definition of continuous-variable quantum teleportation chan-
nels, focusing on restrictions involving Gaussian operations and homodyne measure-
ments. It is notable that an arbitrary Gaussian measurement can be implemented
by first applying a Gaussian operation followed by homodyne detection. Input state
is an arbitrary single-mode oscillator. Regarding on entanglement, it is essential to
have at least one partition of the composite oscillators AB being inseparable, i.e.,
ρ̂AB cannot be expressed as

∑
i λiρ̂A ⊗ ρ̂B. Otherwise, it can be shown that the

teleportation channel is entanglement breaking. Thus high-fidelity transfer of arbi-
trary quantum states (non-zero quantum capacity) is not feasible. Finally, I present
a simplified yet equivalent version of the teleportation channel, along with a series
of sub-operations that can optimally enhance the performance of quantum telepor-
tation with n oscillators. These sub-operations include single-mode and two-mode
operations, specifically between adjacent oscillators.

2.1 Teleportation with Two Oscillators

We begin by exploring continuous variable quantum teleportation with two os-
cillators and extend the framework to teleportation involving multiple oscillators.
Within teleportation, there are two primary schemes: deterministic teleportation
and heralded teleportation. In the deterministic teleportation scheme, all measure-
ment outcomes are utilized for the teleportation process. Here, I focus on the de-
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terministic teleportation scheme. Through careful calculations, we establish equiv-
alence between the general definition and a simplified form, which is referred as the
reduced teleportation scheme. This reduced scheme aligns with the conventional
approach, utilizing a 50/50 beam splitter.

Furthermore, when the entangled state involved in the teleportation is Gaussian,
the resulting teleportation channel can be characterized as a Gaussian channel. This
allows us to integrate the framework of continuous variable quantum teleportation
with that of Gaussian channels, thereby leveraging the results and insights gained
from the study of Gaussian channels in the context of quantum teleportation.

Definition 15 (Teleportation with Two Oscillators) Consider a scenario where
two parties, A and B, share a pair of entangled oscillators ρ̂AB. The procedure
for continuous-variable quantum teleportation involving Gaussian unitary operations
and measurements is given by the following steps:

1. At site A, the input state ρ̂in is mixed with the state ρ̂A using a Gaussian
operation corresponding to a symplectic matrix in Sp(4).

2. Homodyne measurements are performed at site A, to measure q̂+ and q̂− after
the mixing, yielding measurements outcome x̃ = (q+, q−)⊤.

3. Classical information x̃ is transmitted to B. To get the output state, a con-
ditional displacement D̂(Kx̃) is applied to ρ̂B, where K is a 2 × 2 linear
estimation matrix.

Now, I will characterize the teleportation channel by calculating the characteristic
function of the output state. Consider that the Gaussian unitary operation in step
1 corresponds to the following transformation in block form:

(
xin

xA

)
=

(
A B
C D

)(
x̃
x

)
, (2.1)

where x̃ = (q+, q−)⊤ and x = (p+, p−)⊤. According to Eq. (1.24g), the Wigner
function of the output state conditioned on the measured results x̃ is given by

W (xB|x̃) =
∫

R2

d2x W in(Ax̃+Bx)WAB(Cx̃+Dx,xB +Kx̃),

where W in and WAB are the Wigner functions of the input state and the entangled
Gaussian state, respectively. The teleportation process can be categorized into two
schemes: deterministic and heralded. In the deterministic scheme, all measurement
outcomes x̃ are accepted. By averaging over the measurement outcomes x̃ in the
deterministic scheme, we obtain the Wigner function of the output state of the
teleportation channel E :

WE(ρ̂)(xB) =

∫

R4

d2x d2x̃ W in(Ax̃+Bx)WAB(Cx̃+Dx,xB +Kx̃).
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The above integral can be expressed by characteristic functions of input and entan-
gled oscillators.

WE(ρ̂)(xB) =
1

(2π)6

∫

R6

d2t1 d
2t2 d

2t3χ
in(t1)χ

AB(t2, t3)×
∫

R4

d2x d2x̃ e−it
⊤
1 (Ax̃+Bx)e−it

⊤
2 (Cx̃+Dx)e−it

⊤
3 (xB+Kx̃)

=
1

(2π)2

∫

R2

d2t1 e
it⊤1 (A−BD−1C)K−1xB×

χin(t1)χ
AB
[
−D−⊤B⊤t1,−K−⊤(A⊤ −C⊤D−⊤B⊤)t1

]
.

The characteristic function of output state can be obtained by

χE(ρ̂)(tB) =

∫

R2

d2xB eit
⊤
BxBWE(ρ̂)(xB)

= χin(K ′⊤tB)χ
AB
[
−(K ′BD−1)⊤tB, tB

]
, (2.2)

K ′ = −K(A−BD−1C)−1. (2.3)

Comparing with Eq. (1.28), we see that the channel is Gaussian when χAB is Gaus-
sian. Moreover, it can be shown that BD−1 = Z2SA, where Z2 = Diag(1,−1) for
some 2-by-2 symplectic transform SA. The block form in Eq. (2.1) must satisfies
the canonical commutation relation:

(
A B
C D

)
J

(
A B
C D

)⊤
= Ω,

So we obtain the equations:

AB⊤ −BA⊤ = ω, (2.4a)

CD⊤ −DC⊤ = ω, (2.4b)

AD⊤ −BC⊤ = 0. (2.4c)

From Eq. (2.4c), C⊤ = B−1AD⊤ and substituting this into Eq. (2.4b) we have

DA⊤B−⊤D⊤ −DB−1AD⊤ = ω. (2.5)

From Eq. (2.4a), we getA⊤B−⊤ = B−1A−B−1ωB−⊤ and combining with Eq. (2.5)
we get −DB−1ωB−⊤D⊤ = ω. Since Z2ωZ2 = −ω, then DB−1Z2 is symplectic.
Since if a matrix is symplectic, its inverse is symplectic as well. Then Z2BD−1 =
SA for some symplectic transform SA and therefore BD−1 = Z2SA. From the
calculations presented above, we establish the following theorem:

Theorem 16 In the deterministic teleportation channel, as defined in Definition 15,
the characteristic function transforms according to the formula:

χE(ρ̂)(t) = χρ̂(K
⊤
1 t) · χρ̂AB

(
−S⊤AZ2K

⊤
1 t, t

)
, (2.6)

where K1 and SA are determined by the Gaussian transformation in Eq. (2.1) and
the estimation matrix K:

K1 = −K(A−BD−1C)−1, (2.7)

SA = Z2BD−1. (2.8)
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Definition 17 (Reduced Teleportation Scheme) Consider a scenario where two
parties, A and B, share a pair of entangled oscillators ρ̂AB. The reduced quantum
teleportation procedure is given by the following steps:

1. At site A, the input state ρ̂in is combined with state ρ̂A using a 50/50 beam
splitter.

2. Homodyne measurements are performed at site A, to measure q̂− and p̂+ after
the mixing, yielding measurements outcome x̃ =

√
2(q−,−+).

3. To get the output state, a conditional displacement D̂(Kx̃) is applied to ρ̂B at
site B, where K is a 2× 2 linear estimation matrix.

From Theorem 16, it can be shown that in this reduced case, the characteristic
function transforms as

χE(ρ̂)(t) = χρ̂(K
⊤t) · χρ̂AB

(−Z2K
⊤t, t). (2.9)

By equatingK in Definition 17 withK1 from Theorem 16, we arrive at the following
corollary:

Corollary 18 The deterministic teleportation channel, as defined in Definition 15,
is equivalent to first applying some local operation SA on ρ̂AB and then utilizing
the reduced teleportation channel detailed in Definition 17. This channel becomes a
Gaussian channel when ρ̂AB is Gaussian. If ρ̂AB has a mean of 0 and a covariance
matrix

σAB =

(
σ11 σ12

σ21 σ22

)
, (2.10)

then the parameters of the Gaussian channel are given by

T = K, (2.11)

N = KZ2SAσ11S
⊤
AZ2K

⊤ − 2KZ2SAσ12 + σ22. (2.12)

Next, I address the redundancy of local operations in the teleportation channel.
While the analysis initially focuses on two-mode entangled Gaussian states, it can
be extended to general two-mode oscillators. We start with the following lemma:

Lemma 19 Let SZ = Z2SZ2. Then SZ is symplectic if and only if S is symplectic.

Consider SE, SD, S1, and S2 as 2 × 2 symplectic matrices corresponding to local
operations on the input, output, local oscillators A and B, respectively. SE and SD

are interpreted as encoding and decoding matrices. Without loss of generality, we
can assume SA = I2 in the teleportation channel, as it can be incorporated through
S1. Let K be the estimation matrix. Through calculations, we obtain:

T = SDKSE,

N = SDKZ2S1σ11(SDKZ2S1)
⊤ − 2SDKZ2S1σ12S

⊤
2 S
⊤
D+

SDS2σ22(SDS2)
⊤.
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Simplifying, we find:

T = K ′,

N = K ′Z2S
′
1σ11(K

′Z2S
′
1)
⊤ − 2K ′Z2S

′
1σ12S

′⊤
2 + S′2σ22S

′⊤
2 ,

where K ′ = SDKSE, S′1 = (S−1E )
Z
S1, and S′2 = SDS2. Thus, encoding SE

and decoding SD in the teleportation channel are equivalent to performing local
operations on oscillators A and B, respectively.

Theorem 20 In two-mode quantum teleportation, performing both encoding SE and
decoding SD on the input and output is equivalent to performing the local operation

(S−1E )
Z

on oscillator A, SD on oscillator B, and using a new estimation matrix
SDKSE.

2.2 Teleportation with Many Oscillators

Moving forward, I extend the discussion to encompass the general case of tele-
portation with n oscillators. The definitions and methodologies applied here are
analogous to those used in the two-oscillator scenario, but they are adapted to ac-
commodate an n-oscillator system. I will demonstrate that the definitions for n oscil-
lators are equivalent to the simpler two-oscillator case, as elucidated by Corollary 24.
This equivalence plays a crucial role in understanding and analyzing teleportation
schemes in larger quantum systems.

Definition 21 (General Teleportation Scheme) Consider a scenario where two
parties, A and B, share n entangled oscillators ρ̂AB, with ρ̂A consisting of n− 1 os-
cillators and ρ̂B being a single oscillator. A general continuous-variable quantum
teleportation procedure involving Gaussian unitary operations and measurements is
given by the following steps:

1. At site A, the input state ρ̂in is combined with state ρ̂A using a Gaussian
operation corresponding to a symplectic matrix in Sp(2n).

2. Homodyne measurements are performed at site A, yielding measurements out-
come x̂ = (q1, . . . , qn) after the mixing.

3. To get the output state, a conditional displacement D̂(Kx̃) is applied at site
B, where K is a 2× n linear estimation matrix.

Definition 22 (Reduced Teleportation Scheme) Consider a scenario where two
parties, A and B, share n entangled oscillators ρ̂AB, with ρ̂A consisting of n−1 oscil-
lators and ρ̂B being a single oscillator. The reduced teleportation procedure is given
by the following steps:

1. Applying a local operation S̄A ∈ Sp(2n− 2) on the n− 1 oscillators ρ̂A.

2. Executing the reduced teleportation process as in Definition 17 between the
first oscillator of ρ̂A and the input state.
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The adaptation of the reduction process to a larger number of oscillators of ρ̂A is
achieved through similar calculations. The dimensions of the sub-block matrices
are indicated by subscripts, and the inverse of a matrix is to be interpreted as a
pseudo-inverse. The commutation relations yield:

A2×nB
⊤
n×2 −B2×nA

⊤
n×2 = ω,

C(2n−2)×nD
⊤
n×(2n−2) −D(2n−2)×nC

⊤
n×(2n−2) = Ω2n−2,

A2×nD
⊤
n×(2n−2) −B2×nC

⊤
n×(2n−2) = 0.

From the above relation, the 2× (2n− 2) matrix Z2BD−1 satisfies

Z2BD−1Ω2n−2(BD−1Z2)
⊤ = ω.

Thus SA = Z2BD−1 can be extended to a symplectic transform S̄A ∈ Sp(2n − 2)
by Lemma 6. The Theorem 16 is generalized to

Theorem 23 In the deterministic teleportation channel as defined in Definition 21,
the characteristic function transforms according to:

χE(ρ̂)(t) = χρ̂(K
⊤
1 t) · χρ̂AB

(
−S⊤AZ2K

⊤
1 t, t

)
, (2.13)

where K1 and SA are 2× n and 2× (2n− 2) matrices, respectively, as specified by
the Gaussian transform in Eq. (2.1) and the 2× n estimation matrix K:

K1 = −K(A−BD−1C)−1, (2.14)

SA = Z2BD−1. (2.15)

Corollary 24 The deterministic teleportation channel defined in Definition 21 is
equivalent to the reduced teleportation scheme outlined in Definition 22 by extending
the symplectic basis from SA to S̄A. The channel is a Gaussian channel when ρ̂AB

is Gaussian. If ρ̂AB has a mean of 0 and a covariance matrix:

σAB =

(
σ11 σ12

σ21 σ22

)
, (2.16)

then the parameters of the Gaussian channel are:

T = K, (2.17)

N = KZ2SAσ11S
⊤
AZ2K

⊤ − 2KZ2SAσ12 + σ22. (2.18)

Next, I discuss the optimization of the teleportation network. Given that the tele-
portation process involves transferring a state from a single oscillator to another
single oscillator via an entangled network of n oscillators, the primary objective of
optimization is to find the optimal transformation S̄A between the first n−1 oscilla-
tors. This transformation should maximize the entanglement between the first and
last oscillators among the n oscillators. Once this optimal entanglement is achieved,
the first and the last oscillator can be used as effectively as teleportation with n
oscillators.
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2.3 A Decomposition of Symplectic Transform

In optical quantum networks, a general beam splitter transform, denoted by O,
cannot be realized by a single device. Instead, it is typically decomposed into a
series of beam splitters that interconnect pairs of adjacent oscillators, as illustrated
in [20]. In practical applications, there is also an interest in constructing a symplectic
transform S through local operations that similarly connect nearby oscillators. In
this dissertation, a method for decomposing S to adjacent interactions is provided.
If S ∈ U(n), then this decomposition becomes the same as the decomposition of a
general beam splitter in [20]. The local operations involved in this decomposition
are a combination of two-mode and single-mode operations, providing a practical
approach for implementing symplectic transforms in quantum networks.

Definition 25 (Single-mode Transform and Two-mode Transform) Let k ∈
R, a two-mode transform Sij(k) ∈ Sp(2n) between i and j is given by




I2i−2 0 0 0 0

0
√
kI2 0 −

√
1− kI2 0

0 0 0 0 0

0
√
1− kI2 0

√
kI2 0

0 0 0 0 I2n−2j



, when 0 < k < 1 (2.19a)




I2i−2 0 0 0 0

0
√
kI2 0

√
k − 1Z2 0

0 0 0 0 0

0
√
k − 1Z2 0

√
kI2 0

0 0 0 0 I2n−2j



, when k > 1 (2.19b)




I2i−2 0 0 0 0

0
√
−kZ2 0

√
1− kI2 0

0 0 0 0 0

0
√
1− kI2 0

√
−kZ2 0

0 0 0 0 I2n−2j



, when k < 0 (2.19c)




I2i−2 0 0 0 0
0 L1 0 I2 0
0 0 0 0 0
0 I2 0 ωL⊤1 ω 0
0 0 0 0 I2n−2j



, when k = 0, and L1 =

(
a b
0 0

)
(2.19d)




I2i−2 0 0 0 0
0 I2 0 L2 0
0 0 0 0 0
0 ωL⊤2 ω 0 I2 0
0 0 0 0 I2n−2j



, when k = 1 and L2 =

(
a 0
b 0

)
(2.19e)

A single-mode operation Si(r, θ, ϕ) on i is Ri(θ)Sq [(1, ..., r, 1, ..., 1)]Ri(ϕ), where

r ≥ 0 is the single-mode squeezing parameter and Ri(θ) = I2i−2⊕
(
cos θ − sin θ
sin θ cos θ

)
⊕

I2n−2i.
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Figure 2.1: Decomposition of a symplectic transform S. (a) Decompose S ∈ Sp(2n)
to two mode operator and local operators SA,B ∈ Sp(2n− 2). (b) Decompose S to
two mode operators and local operators in lower dimension. (c) A full decomposition
of S.

Theorem 26 Let S ∈ Sp(2n). As illustrated in Fig. 2.1 (c), a general symplectic
transform S can be decomposed into a series of adjacent two-mode transforms and
single-mode transforms as

S = Πn−1
j=1

[
S

(j)
j

(
Πi=j+1

i=n S
(j)
i−1,iS

(j)
i

)]
, (2.20)

where S
(j)
i is a single-mode transform on i-th mode in j-th layer and S

(j)
i,i+1 is a two-

mode transform in j-th layer as in the Definition 25. And the product of transforms
is written as Πn

i=1Si = Sn...S2S1.

Proof. Consider the first two rows of S in the block form

(
A2×2 B2×(2n−2)

)

From SΩ2nS
⊤ = Ω2n, we have

AωA⊤ +BΩ2n−2B
⊤ = ω.

Since A is a 2-by-2 matrix, we can assume that AωA⊤ = kω and BΩ2n−2B⊤ =
(1 − k)ω. If 1 > k > 0, then A/

√
k = S1 is a symplectic matrix. And the matrix

S′B = S−11 B/
√
1− k satisfies S′BΩ2n−2S′⊤B = ω. So there exists a basis extension
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SB such that the first two rows of SB is S′B. Thus we have

(
A2×2 B2×(2n−2)

)
=
(
S1

√
k S1S

′
B

√
1− k

)

= S1

(√
kI2

√
1− kS′B

)(I2 0
0 SB

)−1(
I2 0
0 SB

)

= S1

(√
kI2

√
1− kI2 0

)(I2 0
0 SB

)
.

Then we do an arbitrary basis extension on both sides. On the right hand side, we
take the extension in the form

(
S1 0
0 I2n−2

)


√
kI2

√
1− kI2 0√

1− kI2
√
kI2 0

0 0 I2n−4



(
I2 0
0 SB

)
.

From Lemma 6, the above extension is different from S only by a local symplectic
transform SA:

S =

(
S1 0
0 SA

)


√
kI2

√
1− kI2 0√

1− kI2
√
kI2 0

0 0 I2n−4



(
I2 0
0 SB

)
.

Similarly, this will hold when k ≥ 1 and k ≤ 0. Therefore we have the decomposition
as shown in Fig. 2.1 (a). We can express S as

S =

(
S1 0
0 SA

)(
S12(k) 0

0 I2n−4

)(
I2 0
0 SB

)
.

Next, we take the first two rows of SB and do the same decomposition above. The
decomposition is shown in Fig. 2.1 (b). The S′A part of the decomposition of SB is
absorbed into SA. Then we have

S =

(
S1 0
0 SA

)(
S12(k) 0

0 I2n−4

)

I2 0 0
0 S2 0
0 0 S′A





I2 0 0
0 S23(k

′) 0
0 0 I2n−6




.



I2 0 0
0 I2 0
0 0 S′B




=

(
S1 0
0 SA(I2 ⊕ S′A)

)(
S12(k) 0

0 I2n−4

)

I2 0 0
0 S2 0
0 0 I2n−4




.



I2 0 0
0 S23(k

′) 0
0 0 I2n−6





I2 0 0
0 I2 0
0 0 S′B


 .

So in the first layer we get

S = (I2 ⊕ S(2n−2)×(2n−2))
[
S

(1)
1 S

(1)
1,2S

(1)
2 S

(1)
2,3 ...S

(1)
n−1S

(1)
n−1,n

]
S(1)

n

= (I2 ⊕ S(2n−2)×(2n−2))S
(1)
1 Πi=1

i=n

[
S

(1)
i−1,iS

(1)
i

]
,
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where S
(1)
1,2 = S12(k), ..., S

(1)
1 = S1, ..., and S(2n−2)×(2n−2) ∈ Sp(2n−2). The theorem

is proved by decomposing S(2n−2)×(2n−2) recursively.
There are 3 parameters to characterize a single-mode symplectic transform. For two-
mode operations, we can introduce a single-mode operation to simplify L1 and L2 so
that a = 1 and b = 0 or a = 0 and b = 0. When a = 1 and b = 0, the Eq. (2.19d) and
Eq. (2.19e) correspond to general sum gates. The two-mode symplectic transform
has 1 parameter. When S ∈ Sp(2n), the dimension of span(v1, v2) with restriction
v⊤1 Ω2nv2 = 1 is 4n − 1, which is the same as dimension of the first layer (n single-
mode operations and n − 1 two-mode operations). In general, from the first layer
with dimension 4n − 1, to the last layer with dimension 3, the total dimension is∑n

k=1 4k − 1 = 2n2 + n = dim Sp(2n).
Using the same underlying principles, we can also prove the decomposition of a
general beam splitter. The decomposition of a general beam splitter, much like the
earlier discussed symplectic transformations, can be sufficiently constructed by a
series of two-mode beam splitters and single phase rotations in the same style as in
Fig. 2.1 (c). Below, the theorem is stated within the group U(n). Because U(n) is
isomorphic to Sp(2n) ∩O(2n) by isomorphism µ

µ(U) =

(
A −B
B A

)
, (2.21)

where U = A+ iB ∈ U(n) and A and B are real matrices. µ(U) ∈ Sp(2n)∩O(2n),
is symplectic in the second standard from µ(U )Jµ(U)⊤ = J .

Theorem 27 A general unitary U ∈ U(n) can be decomposed into a series of ad-
jacent two-mode beam splitters and phase transforms as

U = Πn−1
j=1

[
U

(j)
j

(
Πi=j+1

i=n U
(j)
i−1,iU

(j)
i

)]
, (2.22)

where Ui is a single-mode phase transform and Ui,i+1 is a two-mode beam splitter
given by

Ui =

(
eiϕ 0
0 1

)
,

Ui,i+1 =

(
cos θ − sin θ
sin θ cos θ

)
.

Proof. Let a be the first element of the first row of U , (a,B). Since UU † = I,
aa∗ + BB† = 1. Therefore we can take a = cos θeiϕ and B = − sin θeiϕB̃, with
B̃B̃† = 1. The first row can be expressed as

(a,B) = eiϕ
(
cos θ − sin θB̃

)

= eiϕ
(
cos θ − sin θ 0

)(1 0
0 B̄

)
,

where B̄ ∈ U(n− 1), is the unitary that inverts the extension of B̃. The next step
is extending (a,B) to U . Since any two extensions of (a,B) are different only by
local unitary of remaining transforms in n−1. There exists A ∈ U(n−1) such that

U =

(
eiϕ 0
0 A

)

cos θ − sin θ 0
sin θ cos θ 0
0 0 In−2



(
1 0
0 B̄

)
.
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The above expression is exactly the same as in Fig. 2.1 (a), replacing SA by A,
SB by B̄, S1 by eiϕ and two-mode transform U1,2. Applying the decomposition
recursively, we finally get a decomposition in Fig. 2.1 (c).
We can verify the decomposition by counting the dimension. In the first layer, we
have n−1 two-mode beam transforms and n phases, leading to 2n−1 in total. While
in the last layer, there is only 1 phase. The dimension is given by

∑n
k=1 2k−1 = n2,

which is dimU(n). With the isomorphism µ in Eq. (2.21), we can obtain the two-
mode beam splitter transform in the first standard form SΩS⊤ = Ω as

(
cos θI2 − sin θI2
sin θI2 cos θI2

)
.

The symplectic matrix of phase rotation eiϕ is written as
(
cosϕ − sinϕ
sinϕ cosϕ

)
.

In the teleportation network, the channel can effectively be reduced to a choice of
estimation matrix K and a local symplectic transform S̄A ∈ Sp(2n − 2). But only
first two rows of S̄A play a role in the teleportation. Hence, by the above theorem,
it is sufficient to consider only the first layer of the decomposition:

S̄A = S
(1)
1

i=1∏

i=n

[
S

(1)
i−1,iS

(1)
i

]
. (2.23)

The physical intuition behind this approach is that the teleportation process effec-
tively becomes a two-mode quantum teleportation between the first oscillator and
the input. For cases where n ≥ 3, local transforms between oscillators 2, . . . , n−1 do
not influence the teleportation protocol since we discard the oscillators 2, . . . , n− 1
after applying S̄A that concentrates the entanglement between the first and n-th
oscillator. The symplectic transform involving the 2, . . . , n − 1 oscillators does not
affect the measurement outcome or the output state at n-th oscillator as they are
eventually discarded.

2.4 Metrics for Evaluating the Teleportation

In the previous sections, we formulated the process of continuous variable quan-
tum teleportation utilizing Gaussian unitary operations and homodyne measure-
ments. The efficacy of the teleportation channel depends on the estimation matrix
K and the entangled oscillators ρ̂AB. Since the estimation matrix can be arbitrarily
chosen and it also constitutes a form of classical data processing, we can optimizeK.
Optimizing the estimation matrix is crucial for enhancing the performance of the
quantum teleportation. However, before proceeding with optimization, it is essen-
tial to establish a metric to quantify the performance of the teleportation channel.
Different metrics will yield different optimal choices for K.
In this section, we focus on quantum teleportation using a two-mode entangled
Gaussian state as teleportation with n oscillators can be reduced to utilizing two
oscillators concentrating entanglement. We assume that the two-mode Gaussian
state has mean 0 and is characterized by its covariance matrix α. So the notation
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Φ(K,α) is employed to indicate the teleportation channel that uses the Gaussian
state α and the estimation matrix K. Two key quantifiers are considered: fidelity
and quantum capacity. The analytical expression of the quantum capacity for an
arbitrary single-mode Gaussian channel is not fully understood to date. However,
the estimation matrix K, being a 2 × 2 matrix, can be simplified to a diagonal
form. Conversely, fidelity can be calculated analytically through integrals with a
given input state, although in this case, the estimation matrix K may not admit
simplification.

2.4.1 Fidelity

The Uhlmann fidelity between two states ρ̂1 and ρ̂2 is defined as

F(ρ̂1, ρ̂2) =

(
tr

√√
ρ̂1ρ̂2

√
ρ̂1

)2

. (2.24)

If one of the states is a pure state, the fidelity F(ρ̂1, ρ̂2) = tr(ρ̂1ρ̂2). For a single-
mode Gaussian channel characterized by parameters (K,N ,d), the fidelity between
the input state ρ̂in and the output state ρ̂out can be determined from their Wigner
functions or their characteristic functions:

F(ρ̂in, ρ̂out) = (2π)

∫

R2

d2x W out(x)W in(x)

=
1

(2π)3

∫

R4

d2t1d
2t2 χρ̂in(t1)χρ̂out(t2)

∫

R2

d2x e−it
⊤
1 xe−it

⊤
2 x

=
1

2π

∫

R2

d2t2 χρ̂in(−t2)χρ̂out(K
⊤t2)e

id⊤t2− 1
2
t⊤2 Nt2 . (2.25)

If the input state is a mixed state, the fidelity cannot be simplified to tr(ρ̂1ρ̂2).
However, for two Gaussian states, fidelity can be calculated analytically. This is
facilitated by leveraging the decomposition outlined in Eq. (1.20) and the expression
for a thermal state as specified in Eq. (1.19). These equations provide a framework
for analytically deriving the fidelity between Gaussian states, even when dealing
with the complexities inherent in mixed states. For two single mode Gaussian states
with mean d1 and d2 and covariance matrix V1 and V2, we have

F =
1√

det[V1 + V2] + δ −
√
δ
exp

{
−1

2
(d1 − d2)

⊤(V1 + V2)
−1(d1 − d2)

}
, (2.26)

where δ = 4(det[V1] − 1/4)(det[V2] − 1/4). If we teleport a Gaussian state with
mean d1 and variance V , the output state is a Gaussian state with d2 = Kd1 and
V2 = KV K⊤. Because fidelity decrease exponentially with d2−d1 = Kd1−d1. If
we have a prior knowledge of d1, we can apply an additional constant displacement
d in the teleportation so that Kd1 + d− d1 = 0. Therefore to teleport a Gaussian
state with covariance matrix V, we optimize K to maximize

F =
1√

det[V +KV K⊤ +N ] + δ −
√
δ
, (2.27)

where δ = 4(det[V ] − 1/4)(det
[
KV K⊤ +N

]
− 1/4). In summary, to maximize

the fidelity with pure state as the input, we need to optimize (K,d) to maximize
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the known expression in Eq. (2.25). If the state is Gaussian and d1 is unknown,
for example, coherent state, we need to optimize K to maximize the expression
in Eq. (2.26). While if the state is Gaussian and d1 is deterministic, for example,
squeezed state, we need to optimize K to maximize the expression in Eq. (2.27).

2.4.2 Capacity

We assume a stable generation of the entanglement source, which leads to a fixed
Gaussian state α during the quantum teleportation process. We define the capacity
of a teleportation channel Φ(K,α) as the maximal rate achieved by optimizing K.
Then, we have the following definitions:

Cχ (Φ(α)) = sup
K
Cχ (Φ(K,α)) , (2.28a)

Cea (Φ(α)) = sup
K
Cea (Φ(K,α)) , (2.28b)

Q (Φ(α)) = sup
K
Q (Φ(K,α)) . (2.28c)

Although the exact expression for the quantum capacity of a single-mode Gaussian
channel remains unknown, the process of optimization can still be simplified. The
simplification is crucial for practical applications in quantum information processing,
where optimizing the performance of quantum channels is often necessary even in the
absence of a complete theoretical understanding of their capacities. An additional
encoding process in a quantum channel can be represented as a transformation of
the input state ρ̂ to ÛE ρ̂Û

†
E. Since the capacity is the maximization of all encoded

states, the additional encoding process does not change the capacity. On the other
hand, the decoding process involves appending a decoding unitary ÛD to the channel
Φ. This can be understood through the following relations:

H(ÛDΦ[ρ̂]Û
†
D) = H(Φ[ρ̂]),

ΦC → 1̂⊗ ΦC , (2.29)

where H denotes the entropy of the state. As a result, the application of a decoding
operation ÛD does not change the capacity of the channel Φ. Therefore classical
capacity and quantum capacity in Eq. (1.37), (1.40) and (1.43) do not change with
arbitrary additional encoding and decoding. By the equivalence between encoding
(decoding) and local symplectic transform on A (B) in the Theorem (20), utilizing
an entangled Gaussian state α in a quantum teleportation protocol is equivalent to
using the transformed Gaussian state (SA ⊗ SB)α(SA ⊗ SB)

⊤. This equivalence
highlights the flexibility in manipulating Gaussian states for teleportation purposes
through symplectic transformations. When α is a 4-by-4 covariance matrix, it can
be reduced to the Simon’s normal form

α(u, vq, vp, w) =

(
uI2 diag(vq,−vp)

diag(vq,−vp) wI2

)
, (2.30)

where u, w, vq and vp are positive for non-separable Gaussian state.

Lemma 28 K = diag(kq, kp) maximizes the capacity of the teleportation channel
Φ(K,α) given α in Eq. (2.30).
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Proof. We can show that if det[K] is fixed, the teleportation channel with non-
diagonalK has larger noise than with diagonalK. By singular value decomposition,
let

K =

(
cos θ − sin θ
sin θ cos θ

)(
kq 0
0 kp

)(
cosϕ − sinϕ
sinϕ cosϕ

)
,

where kq > 0 and kp > 0 without the loss of generality. From Eq. (2.18), we have

det[N ] = kqkp(kqkpu
2 + 4vqvp) + (k2q + k2p)uw + w2

− 2[kqkpu(kqvp + kpvq) + (kpvp + kqvq)w] cos θ cosϕ

+ 2[kqkpu(kpvp + kqvq) + (kqvp + kpvq)w] sin θ sinϕ

= p− p1 cos θ cosϕ+ p2 sin θ sinϕ,

where p, p1 and p2 are positive. The capacity is maximized if the noise is minimized
for fixed k2 = kqkp. Since if the noise is larger, the channel with larger noise can be
obtained by the channel with less noise by concatenating additive Gaussian noise
channel. So we impose ∂ det[N ]

∂θ
= 0 and ∂ det[N ]

∂ϕ
= 0 to get the minimum noise. If

p1 ̸= p2, then cos θ sinϕ = 0 and sin θ cosϕ = 0. The minimum can be obtained
when θ = 0 and ϕ = 0. If p1 = p2, then we impose cos (θ + ϕ) = 1 to minimize
det[N ]. θ = ϕ = 0 satisfies the condition and minimize the noise. Thus diagonal K
sufficiently maximizes the capacity of the teleportation channel.
Based on our definition, the capacity is the maximized value obtained by optimizing
K. Thus, it is possible to compare the capacities Q(Φ(α1)) and Q(Φ(α2)) by di-
rectly comparing α1 and α2. The underlying physical intuition is that if α2 exhibits
higher noise levels compared to α1, the teleportation channel will consequently in-
troduce more noise as well.

Theorem 29 If α2 = α1 +φ, where φ ≥ 0. Then

Q(Φ(α2)) ≤ min{Q(Φ(α1)), Q(Φ(T = I2,N = φ̃I2))},

where φ̃ = infK
√

det[(KZ2, I)φ(KZ2, I2)⊤].

Proof. If α2 = α1 + φ, then there exists an additive Gaussian noise channel
Φ(T = I2,N2 − N1) so that Φ(K,α2) = Φ(T = I2,N = φ̃) ◦ Φ(K,α1). To see
this, from Eq. (2.18) we have

N2 −N1 = KZ2φ11Z2K
⊤ − 2KZ2φ12 +φ22.

Since φ ≥ 0, then

(
KZ2 I2

)(φ11 φ12

φ⊤12 φ22

)(
KZ2 I2

)⊤
= N2 −N1 ≥ 0.

By data processing inequality in Eq. (1.48d)

Q(Φ(α2)) = sup
K
Q(Φ(K,α2)) = Q(Φ(K∗,α2))

≤ min{Q (Φ(K∗,α1)) , Q(Φ(I2,N2 −N1))}.

Since Q(Φ(K∗,α1)) ≤ Q(Φ(α1)) and Q(Φ(I2,N2 − N1)) ≤ Q(Φ(T = I2,N =
φ̃I2)), where φ̃ is the minimum additive noise by some K. Therefore the inequality
holds.
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Next we discuss the relation between the entanglement and the capacity of the
teleportation channel. The intuition is that the larger entanglement the better the
teleportation. The entanglement of formation (EoF) quantifies the entanglement
of a state. It is the entropy of entanglement of the least entangled pure state π(r)
needed to prepare it. The EoF for two-mode Gaussian state has analytical expression
[21] and has been shown additive when it is symmetric [22].

Definition 30 (Entanglement of Formation) The EoF of a pure Gaussian state
π(r) is

Ef (π(r)) = g(sinh r) = cosh2 r log2 cosh
2 r − sinh2 r log2 sinh

2 r. (2.31)

The EoF of a two-mode Gaussian state α is

Ef (α) = inf
π(r)

{Ef (π(r))|α = π(r) +φ}, (2.32)

where φ is a classical Gaussian state. A Gaussian is state is classical if φ > π(0).

Corollary 31 Among all the Gaussian state with the same EoF, the quantum tele-
portation with pure state has the largest quantum capacity.

Proof. From the definition of the EoF, α ≥ π(r) where π(r) is the decomposition
in Eq. (2.32). By theorem (29), Q(α) ≤ Q(π(r)).

For nonzero quantum capacity of a teleportation channel Φ(K,α), it is necessary
that the entangled state α has some entanglement characterized by π(r) and finite
amount of noise φ̃ according to the decomposition α = π(r)+φ. Since the Theorem
29 does not require φ to be classical. So it is easier to find φ in the Theorem 29
than the decomposition in Eq. (2.32). Before proceeding, it can be shown that the
additive noise φ̃ < 1 for non-zero quantum capacity. If φ̃ ≥ 1, the additive Gaussian
noise channel is entanglement-breaking.

Lemma 32 Quantum teleportation channel with separable state is entanglement
breaking.

Lemma 33 The channel Φ(T = kI2,N = NI2) is entanglement-breaking if N >
(k2 + 1)/2.

Proof. Consider the quantum teleportation channel with K = kI2 and Gaussian
state π(r). The channel is Gaussian channel with N = 1

2
(k2 cosh r − 2k sinh r +

cosh r). It is entanglement-breaking when r → 0. When N > (k2 + 1)/2, the chan-
nel can be stimulated by quantum teleportation with separable state concatenated
by additive noise channel with noise N−(k2+1)/2. By Lemma 32, and that concate-
nating entanglement breaking channel with any channel is entanglement breaking,
we conclude that the channel Φ(T = kI2,N = NI2) is entanglement-breaking if
N > (k2 + 1)/2.

Taking k = 1 in the above Lemma, we see that the additive Gaussian noise
channel is entanglement-breaking if φ̃ ≥ 1.
Let’s consider the teleportation channel Φ(K = I2,π(r)). The transmissivity η = 1.
We observe that the channel Φ(K = I2,π(r)) has additive noise N = e−r. In the
limit as r approaches infinity, the additive noise decreases exponentially, and the
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channel approaches an identical channel asymptotically. Thus, the channel has
infinite quantum capacity when r → ∞. If there is a mismatch between K and
I2, the additive noise increases exponentially. In fact using the data processing
inequality we can show that

Lemma 34 The capacity of the teleportation channel Φ(K,π(r)) is maximized
when K = kI2 and 2 tanh (r/2)− 1 ≤ k ≤ 2 coth (r/2)− 1.

Proof. First of all, the diagonal K will maximize the capacity from the Lemma
28. Moreover, since vq = vp for the state π(r), K = kI2 by symmetry. If we take
T1 = I2, N1 = e−r, T2 = kI2 and N2 =

1
2
[(1+ k2) cosh r− 2k sinh r] in the Corollary

14, then Q(Φ2) ≤ Q(Φ1) if

1

2
[(1 + k2) cosh r − 2k sinh r]− e−r − 1

2

∣∣k2 − 1
∣∣ ≥ 0.

When k ≥ 1, the inequality holds when k ≥ 2 coth (r/2)− 1. And when k < 1, the
inequality holds when k ≤ 2 tanh (r/2)− 1. Thus when the above inequality holds,
Q(Φ(kI2,π(r))) ≤ Q(Φ(I2,π(r))). And we should take k = 1. When 2 tanh (r/2)−
1 ≤ k ≤ 2 coth (r/2)− 1, it is possible that some k in this range has larger capacity
than k = 1. So the capacity of the channel is maximized in the range.
As the parameter r tends to infinity, 2 tanh (r/2)− 1 asymptotically approaches to
1 − ϵ and 2 coth (r/2) − 1 asymptotically approaches 1 + ϵ. This observation has
significant implications in the realm of quantum teleportation with pure Gaussian
states. Specifically, as the entanglement in a pure Gaussian state increases (indicated
by increasing r), the optimal value of the parameter k, converges towards 1. This
behavior reflects the relationship between the strength of entanglement in Gaussian
states and the optimal settings for certain parameters in quantum teleportation
protocols.
In the rest of the dissertation, the source generates the entangled Gaussian state
with the covariance matrix as in the block form:

α =
1

2




uq 0 vq 0
0 up 0 −vp
vq 0 wq 0
0 −vp 0 wp


 ,

Therefore we take K = diag(kq, kp) when evaluating the performance of the tele-
portation channel. The noise matrix N of the teleportation channel is given by

N =
1

2
diag(uqk

2
q − 2vqkq + wq, upk

2
p − 2vpkp + wp).
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Chapter 3

Microwave-optical Transduction

Quantum networks are envisaged as high-performance quantum processors in-
terconnected by efficient quantum communication channels. These quantum proces-
sors necessitate strong nonlinear interactions at the single-quanta level, which can
be effectively achieved using the Josephson effect at microwave frequencies in super-
conducting circuits. However, the challenges of high attenuation and thermal noise
at room temperature hinder the direct transmission of quantum states at microwave
frequencies over long distances.

In contrast, optical photons are ideal candidates for long-distance quantum in-
formation transmission, owing to their low loss and ability to maintain quantum
coherence at room temperature. Nonetheless, the weak optical nonlinearity means
that quantum information processing is hard in optical frequency. To bridge the
gap between microwave-based information processors and optical quantum commu-
nication links, quantum transduction is essential for inter-converting quantum states
between different frequency domains.

In this chapter, the physical phenomena behind microwave and optical inter-
actions is introduced, following the approach of Tsang [23, 24]. This examina-
tion lays the groundwork to generalize the interaction and introduces two poten-
tial approaches for quantum transduction: the direct conversion approach and the
teleportation-based approach. Subsequently, I delve into the recent experimental
parameters feasible for these models and provide a comparative analysis of their
advantages and disadvantages.

3.1 Cavity Electro-optics

When light travels through a dense medium, its field undergoes scattering and
re-scattering by the medium’s atoms. This interaction alters the speed of light c,
which is modified by the refractive index n of the medium. The electro-optic effect
refers to the modulation of the refractive index in response to an applied electric
field. If this change in refractive index is linearly proportional to the applied field,
it is called the Pockels effect. Conversely, if the change is proportional to the square
of the field, it is known as the Kerr effect. Thus, one can modulate light by applying
a microwave field via the electro-optic effect. Conversely, the inverse process of the
electro-optic effect, known as electro-optic rectification, is a nonlinear optical process
where a strong pump light at frequency ωp, a signal light at frequency ωs, and the
certain polarization of a microwave field are coupled as PNL(ω = ωp ± ωs, ωp, ωs).
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Consequently, modulated optical fields can generate microwave fields in reverse.
To effectively implement a transducer utilizing these effects, factors such as the

strength of the nonlinearity, mode coupling, optical loss, etc., must be considered.
The popular materials are LiNbO3 and KTP. In the subsequent analysis, the re-
lationship between microwave and optical fields is explored without specifying the
materials.

Figure 3.1: Electro-optic transduction system. C: capacitor, L: inductor, J: joseph-
son junction. Microwave mode (LC circuit) is coupled to optical mode by optical
cavity as shown on the left. And microwave quantum state is controlled by supper-
conducting qubit (JC) as shown on the right.

As depicted in Fig. 3.1, the optical cavity is composed of materials possessing
χ(2) nonlinearity, such as lithium niobate or an electro-optic polymer. This cavity
is situated between the capacitors of an LC microwave resonator. The modulation
in this system utilizes the transverse electro-optic effect, with the microwave field
applied perpendicularly to the light propagation vector. Additionally, the cavity
can be configured as an on-chip ring cavity on chip that supports whispering-gallery
modes.

The voltage V across the capacitor induces a phase shift ϕ in the resonating
optical mode â within the cavity during a single round trip time τ . This interaction
is described by the following interaction Hamiltonian:

ĤI = −ℏ
τ
ϕ̂â†â. (3.1)

The phase shift is proportional to the voltage V and it can be quantized as the
position in the Lagrangian of the harmonic oscillator m̂ at frequency ωm.

ϕ =
ωan

3rl

cd
V,

V̂ =

(
ℏωm

2C

) 1
2

(m̂+ m̂†),

where r is the coefficient of the electro-optic effect, l is the length of the medium, c is
the speed of light d is the thickness and C is capacitance of the microwave resonator.
Thus the total Hamiltonian is

Ĥ = ℏωaâ
†â+ ℏωmm̂

†m̂− ℏgeo(m̂† + m̂)(â†â),

where geo =
ωan3rl
τcd

(ℏωm

2C

) 1
2 is the electro-optic coupling constant. The optical cavity

is specifically designed to have a free spectral range, denoted as ∆ω, that is closely
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matched to the microwave frequency ωm. This design allows for the generation
of optical modes at frequencies ωa ± ωm within the cavity when it is pumped by
an optical mode â at frequency ωa. The output optical mode â1, with frequency
ωo1 = ωa−ωm, represents a down-conversion, while the optical mode â2, at frequency
ωo2 = ωa + ωm, signifies an up-conversion. We can focus on these three optical
modes as the higher-order modes experience greater loss than these modes. Various
techniques can be employed to achieve this, such as ensuring that |∆ω − ωm| is
larger than the linewidth of the output optical modes, introducing splitting in the
ring cavity, and so on.

Including these three optical modes in the analysis, we can represent the system
with the following Hamiltonian:

Ĥ = Ĥ0 − ℏgeo(m̂† + m̂)(â+ â1 + â2)
†(â+ â1 + â2),

Ĥ0 = ℏωaâ
†â+ ℏωo1â

†
1â1 + ℏωo2â

†
2â2 + ℏωmm̂

†m̂.

It is often convenient to work within the rotating frame to simplify the analysis
of quantum systems. By employing the interaction picture, we can transform the
operators using a time-dependent rotation. Specifically, we can rewrite the operators
â, â1, â2, and m̂ as follows:

eiĤ0t/ℏ{â, â1, â2, m̂}e−iĤ0t/ℏ = {âe−iωat, â1e
−iωo1t, â2e

−iωo2t, m̂e−iωmt}, (3.2)

where Ĥ0 is the Hamiltonian describing the free evolution of the system, and ωa,
ωo1, ωo2, and ωm are the respective frequencies of the optical and microwave modes.
This transformation effectively shifts the reference frame to the rotating frame.
Discarding the fast rotating terms, the Hamiltonian with ωa − ωo1 − ωm = 0 and
ωo2 − ωa − ωm = 0 remains. Then we have

Ĥ = Ĥ0 − ℏgeo(â†â1m̂+ ââ†2m̂+ h.c.).

The pump â is strong thus can be treated classically as coherent state. Then â =√
Npe

−iωat, where Np is the number of mean photon number of the pump. Let

g1 = geo
√
NP and g2 = geo

√
Np be the coupling coefficient of optical mode â1 and

â2, which can be different in general. The Hamiltonian is then

Ĥ = Ĥ0 + ℏg1(â†1m̂† + â1m̂) + ℏg2(â†2m̂+ â2m̂
†), (3.3)

Ĥ0 = ℏωo1â
†
1â1 + ℏωo2â

†
2â2 + ℏωmm̂

†m̂. (3.4)

where m̂ is replaced by m̂eiπ = −m̂ to get positive interaction term and the pump
is absorbed into g1/2 as a constant.

The interaction Hamiltonian can be divided into two parts based on the nature
of the conversion processes. The first part corresponds to down-conversion, where
a pump photon generates a pair of entangled optical and microwave photons. This
process is significant for creating entanglement between different frequency domains.
The second part of the Hamiltonian relates to up-conversion, wherein a pump photon
and a microwave photon combine to form an optical photon. This up-conversion
process is essential in transferring information from the microwave to the optical
regime.

The Hamiltonian, including the effects of electro-optic rectification, can be simi-
larly derived and is essentially the same as in Eq. (3.3). This similarity arises because
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electro-optic rectification is the inverse process of the electro-optic effect. However,
it is important to note that a nonlinearity characterized by χ(2) is required in the
coupling coefficients g1 and g2, which are critical in these conversion processes.

3.2 Direct Conversion Channel

In the electro-optical quantum transduction, it is possible to selectively suppress
either up-conversion or down-conversion by introducing high loss, as discussed in
[25, 26, 27]. In the direct conversion scheme, the g2 is suppressed. Referring to
Eq. (3.3), the Hamiltonian for this process can be expressed as:

Ĥ = ℏωoâ
†â+ ℏωmm̂

†m̂+ ℏg(âm̂† + â†m̂). (3.5)

The operators in quantum mechanics are time-dependent. In the Heisenberg
picture, the state of the system remains constant, the operators evolve with time.
The time evolution of an operator Ô can be expressed as:

Ô(t) = eĤt/(−iℏ)Ô(0)eĤt/(iℏ), (3.6)

dÔ

dt
=
i

ℏ
[Ĥ, Ô]. (3.7)

Applying this to the operator â, we obtain:

dâ

dt
=
i

ℏ
[Ĥ, â] (3.8)

= −iωoâ− igm̂. (3.9)

For the analysis of steady-state dynamics over a long period, it is beneficial to
transform to the frequency domain, representing â(t) as â(ω). The dynamics in the
frequency domain are then given by:

dâ

dt
= −i∆oâ− igm̂, (3.10)

where ∆o = ωo−ωa represents the optical detuning, which is the frequency difference
between the signal ωa and its eigenmode in the optical cavity ωo, as illustrated in
Fig. 3.2 (b).

However, as the system under consideration is open, Eq. (3.10) does not account
for the coupling of the system with the input field and background noise. To address
this, the input-output relation is derived to describe the dynamics of the quantum
system interacting with thermal reservoirs, as per the principles of quantum stochas-
tic theory [28, 29]. The relation between the input field âin and the output field âout
is given by:

dâ

dt
= i∆oâ− igm̂− γo

2
â+

√
γocâin +

√
γoiâ

(i), (3.11)

âout = −√
γocâ+ âin, (3.12)

where γoc is the rate of the conduction band, γoi is the rate of intrinsic noise â(i),
and γo = γoc+ γoi. The input and output relation, illustrating the interaction of the
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Figure 3.2: Direct conversion scheme. (a) Input-output relation of a ring cavity. (b)
Spectrum of the direct conversion scheme.

quantum system with its environment, is depicted in Fig. 3.2 (a). The spectrum of
the direct conversion scheme is shown in Fig. 3.2 (b).

We can obtain equation of dm̂/dt in the same way. The set of equations are
called quantum Langevin equations in the Fourier domain.

0 =
dâ

dt
= Gâ+Kâin, (3.13)

âout = −KTâ+ âin, (3.14)

where dâ
dt

= 0 is imposed for steady-state solution. Here we use the matrix form to
represent the dynamics in the Fourier domain with optical frequency detuning ∆o

and microwave frequency detuning ∆m. The notations are defined as the following

â = (â, â†, m̂, m̂†)T,

âin = (âin, â
†
in, â

(i), â†(i), m̂in, m̂
†
in, m̂

(i), m̂†(i))T,

G =




−γo
2
+ i∆o 0 −ig 0
0 −γo

2
− i∆o 0 ig

−ig 0 −γm
2
+ i∆m 0

0 ig 0 −γm
2
− i∆m


 ,

K =




√
γoc 0

√
γoi 0 0 0 0 0

0
√
γoc 0

√
γoi 0 0 0 0

0 0 0 0
√
γmc 0

√
γmi 0

0 0 0 0 0
√
γmc 0

√
γmi


 .

The output fields then relate to the input fields by

âout = Saâin = (KTG−1K+ I8)âin.

By defining quadrature observables and the transform matrix as

(
q̂a

p̂a

)
=

1√
2

(
1 1
−i i

)(
â
â†

)
,

Q = I4 ⊗
1√
2

(
1 1
−i i

)
,
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we get the input-output quadrature relation

x̂out = Sxx̂in = QSaQ
−1x̂in, (3.15)

x̂in = (q̂oin, p̂
o
in, q̂

o,(i), p̂o,(i), q̂min , p̂
m
in, q̂

m,(i), p̂m,(i))T.

As we have seen from above relation, the output is a linear combination of the input.
Therefore the channel is Gaussian. In most scenario and for simplicity, it is assumed
that ∆o = ∆m = 0, â(i) is in the vacuum state ρ̂th(n̄ = 0) and m̂(i) is in thermal state
ρ̂th(n̄ = nin). In the scenario of microwave-to-optical transduction, we can deduce
the parameters that characterize the channel as follows. The transmission matrix T
is obtained by selecting the rows 1, 2 and the columns 5, 6 of the symplectic matrix
Sx as specified in Eq. (3.15). The noise matrix N is given by:

N = TDdiag(1/2, 1/2, 1/2 + nin, 1/2 + nin)T
⊤
D , (3.16)

where TD is derived by taking the rows 1, 2 and the columns 3, 4, 5, 6 of Sx. The
direct conversion channel is a single-mode Gaussian channel, and according to
Eq. (1.31) and Eq. (1.32), we obtain [23]:

ηDC = ζmζo
4C

(1 + C)2
, (3.17)

n̄DC =
1

1− ηDC

(1− ζm)ζo
4C

(1 + C)2
nin, (3.18)

where ζm = γmc/γm and ζo = γoc/γo are the extraction coefficients, and Cg =
4g2/(γoγm) represents the cooperativity. Similar calculations reveal that the optical
to microwave transduction yields the same transmissivity and noise as the microwave
to optical transduction.

3.3 Teleportation Channel

In the teleportation-based transduction scheme, an optical pump photon gener-
ates an entangled pair consisting of an optical photon at a lower frequency and a
microwave photon. Following the generation of entanglement, quantum teleporta-
tion is performed to convert the input state in microwave frequency to an output
state in optical frequency, and vice versa. As depicted in Fig. 3.3, the entangle-
ment between optical and microwave fields can be generated through a spontaneous
parametric down-conversion (SPDC) process by pumping a triple-resonance device
[26].

This electro-optical system, characterized by a coupling strength g, is modeled
by the following total Hamiltonian:

Ĥ = ℏωoâ
†â+ ℏωmm̂

†m̂+ ℏg(â†m̂† + âm̂), (3.19)

where â and m̂ are the annihilation operators for the optical and microwave fields,
respectively, with resonances at frequencies ωo and ωm. The parameters such as
intra-cavity pump power and the phase-matching condition have been incorporated
into the coupling strength g.
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Figure 3.3: (a) Schematic of the teleportation based transduction scheme. The
dashed box indicates the entanglement generation between the microwave mode
m̂ and the optical mode â, in a three-wave mixing described by Hamiltonian in
Eq. (3.19) jointly with optical pump mode b̂. (b) Entanglement generation between
microwave and optical domains. Purple indicates the optical pump, blue indicates
the microwave modes and red indicates optical modes. LO: local oscillator. Mod.:
modulator. PDC: parametric down conversion.

The output fields can be derived by solving a group of Heisenberg-Langevin
equations in the Fourier domain with the input–output relations in the same way
as in the direct conversion.

0 = Gâ+Kâin,

âout = −KTâ+ âin.

Here the notations are defined as the following

â = (â, â†, m̂, m̂†)T,

âin = (âin, â
†
in, â

(i), â†(i), m̂in, m̂
†
in, m̂

(i), m̂†(i))T,

G =




−γo
2
+ i∆o 0 0 −ig
0 −γo

2
− i∆o ig 0

0 −ig −γm
2
+ i∆m 0

ig 0 0 −γm
2
− i∆m


 ,

K =




√
γoc 0

√
γoi 0 0 0 0 0

0
√
γoc 0

√
γoi 0 0 0 0

0 0 0 0
√
γmc 0

√
γmi 0

0 0 0 0 0
√
γmc 0

√
γmi


 .

The relationship between the output and input fields in the quantum system can be
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expressed as follows:

aout = Saain = (KTG−1K + I8)ain, (3.20)

x̂out = Sxx̂in = QSaQ
−1x̂in, (3.21)

x̂in = (q̂pin, p̂
p
in, q̂

p,(i), p̂p,(i), q̂ein, p̂
e
in, q̂

e,(i), p̂e,(i))T. (3.22)

These equations describe how the output field operators are related to the input
field operators. Subsequently, the input-output relation for the covariance matrix
can be derived as:

Vout = SxVinS
T
x , (3.23)

where Vin is the input covariance matrix. This matrix encompasses vacuum noise
from the optical modes and the input microwave mode, while the dissipation mi-
crowave mode is contaminated by thermal noise with a population nin,

Vin = Diag(I6, (nin + 1/2)I2).

Taking the input covariance matrix into consideration and assuming zero detune
for both optical and microwave modes ∆p = ∆e = 0, the covariance matrix of two
output fields finally shows in the form as [30]

Vo,m =
1

2




w 0 v 0
0 w 0 −v
v 0 u 0
0 −v 0 u


 , (3.24)

where the parameters in Eq. (3.24) are as follows,

u = 1 +
8ζm[C + nin(1− ζm)]

(1− C)2
, (3.25a)

v =
4
√
ζoζmC[1 + C + 2nin(1− ζm)]

(1− C)2
, (3.25b)

w = 1 +
8Cζo [1 + nin (1− ζm)]

(1− C)2
. (3.25c)

Here, we consider teleportation utilizing the entangled state ρ̂AB between the mi-
crowave domain (A) and the optical domain (B), as depicted in Fig. 3.4. As previ-
ously established in the Theorem 23 and Corollary 24, this scheme is distinguished
from general quantum teleportation only by a local operation on domain A. Addi-
tionally, based on Lemma 28 and the symmetry of the operators q̂ and p̂, a scaling
matrix K = κI2 is found to maximize the quantum capacity of the teleportation
channel.

The model of the teleportation channel can now be derived from the equa-
tions provided in the Corollary 24. This model will account for the specificities
of the microwave-optical entanglement and the optimized teleportation parameters,
thereby providing a comprehensive understanding of the teleportation process in
this context.
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Figure 3.4: Schematic of the continuous-variable teleportation.

If κ < 1, the continuous-variable teleportation channel reduces to a thermal-
attenuator channel Lη,n̄ with:

η = κ2, (3.26)

1 + 2n̄ =
uκ2 − 2vκ+ w

1− κ2
. (3.27)

On the other hand when k > 1, the continuous-variable teleportation channel can
be modeled as a thermal-amplifier AG,n̄ with:

G = κ2, (3.28)

1 + 2n̄ =
uκ2 − 2vκ+ w

κ2 − 1
. (3.29)

When κ = 1, it is an additive Gaussian noise channel with the noise variance 1
2
(uκ2−

2vκ+ w). The channel is shown in Fig. 3.5.

Figure 3.5: Schematic of an thermal-attenuator/amplifier channel. The thermal
state ρ̂th has mean photon number n̄. η is the attenuator transmissivity and G is
the amplifier gain.
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3.4 Comparison between Direct Conversion and

Teleportation Channel

The coherent transduction between microwave and optical frequencies plays a
crucial role in connecting superconducting quantum processors over long distances.
Although achieving such a quantum interface with high efficiency and minimal added
noise is a challenge in the standard direct conversion scheme, the teleportation-based
quantum transduction offers a promising alternative. This alternative scheme allows
for reliable quantum information transmission even with small cooperativity, con-
trasting with the direct conversion scheme which necessitates a significantly higher
minimum cooperativity.

This section demonstrates that the teleportation-based scheme consistently offers
a substantial rate advantage, especially under practical conditions of thermal noise
and low cooperativity. Additionally, the performance of this scheme in transducing
complex quantum states, such as cat states and GKP states, is explored. It is found
that higher fidelity can be achieved using the teleportation-based approach. By
reducing device requirements, the teleportation scheme makes quantum transduction
between microwave and optical frequencies a more feasible prospect in the near
future.

3.4.1 Additive Noise Analysis

The direct conversion channel and the teleportation channel exhibit distinct
transmissivity and noise characteristics under the same experimental conditions,
denoted by ζs, C, and nin. By employing the channel concatenation relations pre-
sented in Eq. (1.27a) and Eq. (1.27b), we can transform these transduction channels
into additive Gaussian noise channels, thereby facilitating a comparison of their
additive noise levels.

In the direct conversion scheme, we introduce a quantum-limited amplifier with
a gain of 1/ηDC prior to the transduction process. On the other hand, for the
teleportation-based scheme, we apply a quantum-limited amplifier with a gain of
1/κ before transduction when κ < 1. In cases where κ > 1, an attenuator with a
transmissivity of 1/κ is used in post-processing. This approach effectively converts
the transduction process into an additive Gaussian noise channel. It is important
to note that the resultant additive noise level is not identical to the original noise
levels NDT or NTP.

Specifically, in the direct conversion (DC) case, considering the transmissivity as
outlined in Eq. (3.17) and the noise as described in Eq. (3.18), we can pre-amplify
the signal before transduction to determine the additive noise variance:

σ2
DC = 1 +

4C[nin(1− ζm)− ζm]ζo
(1 + C)2

.

For the teleportation-based transduction approach, we need to consider different
values of κ to obtain the minimum additive noise. When κ ≤ 1, we can amplify
prior to transduction to obtain an additive noise variance

σ2
TP =

1

2

[
(u− 1)κ2 − 2vκ+ 1 + w

]
,
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where u, v, w are defined in Eqs. (3.25). In this case, σ2
TP is minimized when κ =

min[1, v/(u − 1)]. Similarly, when κ ≥ 1, we can append a pure-loss channel after
transduction to obtain an additive noise variance

σ2
TP =

1

2

[
(w − 1)

1

κ2
− 2v

1

κ
+ 1 + u

]
,

which is minimized when κ = max[1, (w−1)/v]. The comparison between direct con-
version and teleportation-based schemes can be done by evaluating these equations
and the results are shown in Fig. 3.6. We find that the teleportation-based transduc-

Figure 3.6: Contour plots of the additive noise variances for cooperativity C = 0.1
and (a)(b) nin = 0 and (c)(d) nin = 0.2.

tion offers a lower additive noise level across the entire parameter range. Notably,
in the limit of large cooperativity (C → 1), we obtain the following relationships:

v

u− 1
=
w − 1

v
=

√
ζo
ζm
. (3.30)

If ζm > ζo, we set κ = v
u−1 , leading to:

σ2
TP =

1− ζo + nin(1− ζm)

1 + nin(1− ζm)
. (3.31)

Conversely, if ζm ≤ ζo, we set κ = w−1
v

, yielding:

σ2
TP =

(1 + nin)(1− ζm)

1 + nin(1− ζm)
. (3.32)
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In both scenarios, we confirm that σ2
DC ≥ σ2

TP for C = 1. The variation of the
additive noise with extraction efficiencies ζm and ζo is depicted in Fig. 3.6. In the
numerical simulation, we select practical parameters: C = 0.1 and nin = 0.2. We ob-
serve that the additive noise for teleportation-based transduction is generally lower
than that of the direct conversion, as seen in Fig. 3.6(a) and (b) for the ideal case
of nin = 0. For nin = 0.2, corresponding to 0.2 Kelvin thermal background in a
microwave cavity, the additive noise in teleportation-based transduction remains
lower compared to the direct conversion, as illustrated in (c) and (d). Additionally,
achieving equivalent noise levels via teleportation requires lower extraction efficien-
cies than direct conversion, thereby reducing the device requirements for near-future
experiments in quantum transduction.

3.4.2 Fidelity

While quantum capacity indicates the ultimate rate of quantum information
transfer, the performance of transduction can vary significantly depending on the
specific quantum states involved. In this context, we focus on quantum states that
are fundamentally important for quantum communication and computation. These
include the coherent state |α⟩, the cat state |cat+⟩ ∝ (|α⟩+|−α⟩), and finite-squeezed
GKP states [31]:

|k̃⟩GKP ∝
∫

d2α exp

[
− |α|2
2σ2

GKP

]
D̂(α) |k⟩GKP , k = 0, 1, (3.33)

where D̂(α) is the displacement operator characterized by complex number α and
|k⟩GKP =

∑∞
n=−∞ |√π(2n+ k)⟩q̂ represents the ideal GKP qubit k.

The coherent state, as a Gaussian state, allows for an analytical evaluation of
fidelity using Eq. (2.26). It should be noted that Eq. (2.27) may not be applicable
unless additional displacement is performed based on prior knowledge of α.

The cat state, being a pure state, allows fidelity to be evaluated using Eq. (2.25).
An analytical expression for this fidelity has been derived. Finally, the GKP state,
known for its resistance to additive noise, requires numerical integration of Eq. (2.25)
to determine its fidelity.

Coherent State

A coherent state |α⟩ is characterized by a complex number α = αR+iαI . Defining
α =

√
2(αR, αI)

T, the Wigner function of this state is given by:

W in(x; |α⟩) = 1

π
e−(x−

√
2α)2 . (3.34)

In the case of direct conversion (a thermal-attenuator characterized by ηDC and
n̄DC), we get the fidelity

F =
1

1 + n̄DC(1− ηDC)
exp

{
− 2α2(1−√

ηDC)
2

1 + n̄DC(1− ηDC)

}
. (3.35)

It is the average fidelity between input and output states. In the case of telepor-
tation, it is given by:

F =
2

A (κ, u, v, w)
exp

{
− 2α2(κ− 1)2

A (κ, u, v, w)

}
, (3.36)
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where we define A (κ, u, v, w) ≡ (u+ 1)κ2 − 2vκ+ w + 1.

Cat State

The cat states are defined as |cat±⟩ ≡ N±(|α⟩ ± |−α⟩), where N± = (2 ±
2e−2α

2
)−1/2 are normalization constants. The Wigner functions corresponding to

these states and the fidelity between the input and output states can be derived in
a manner analogous to that used for coherent states.

W in(x; |cat±⟩) = N2
±
1

π

[
e−(x−

√
2α)2 + e−(x+

√
2α)2 ± 2e−x

2

cos[2
√
2(−qαI + pαR)]

]
,

(3.37)

F =
4N4
±

1 + a+ b2

(
e
− 2α2(1−b)2

1+a+b2 + e
− 2α2(1+b)2

1+a+b2 ± 2e
− 2α2(2+a)

1+a+b2 ± 2e
− 2α2(a+2b2)

1+a+b2

±2e
− 2α2(a+2b2)

1+a+b2 + e
− 2α2[2a+(1+b)2]

1+a+b2 + e
− 2α2[2a+(1−b)2]

1+a+b2

)
, (3.38)

where a = (1+2n̄DC)(1−ηDC) and b =
√
ηDC for direct conversion; a = uκ2−2vκ+w

and b = κ for teleportation.

GKP state

An ideal GKP state is a sum of equal weighted eigenstates of position or mo-
mentum quadrature. For the qubit case, up to normalization, we have:

|0⟩GKP =
∞∑

n=−∞
|√π2n⟩q̂ , (3.39)

|1⟩GKP =
∞∑

n=−∞
|√π(1 + 2n)⟩q̂ . (3.40)

A GKP state with finite-squeezing can be modeled as an ideal GKP state with a
Gaussian envelope of variance σ2

GKP. As shown in Ref. [32], the state is further
reduced to an ideal GKP state with additive noise σGKP when σGKP ≪ √

π, via
random shifts. The level of squeezing equals 1/∆, where

1− e−∆

1 + e−∆
= σ2

GKP. (3.41)

We calculate the degree of squeezing in decibels (dB) using the formula 10 log10(1/∆).
The explicit Wigner function for the state |0̃⟩, corresponding to the single-qubit GKP
code words in a d = 2 dimensional system, with a variance denoted as σGKP = σ, is
detailed in [33].

WGKP(q, p) =
1

N

{
e
− q2+p2

2Λ/(4σ2)

[ ∞∑

n=−∞
Gσ2 (q − nΓ)

][ ∞∑

n=−∞
Gσ2

(
p+ n

πΛ

Γ

)]
+

e
− q2+p2

2Λ/(4σ2)

[ ∞∑

n=−∞
Gσ2

(
q − (n+

1

2
)Γ

)][ ∞∑

n=−∞
(−1)nGσ2

(
p+ n

πΛ

Γ

)]}
, (3.42)



49

where N is the normalized constant, Λ = 1−4σ4 and Γ = 2
√
π. The fidelity between

the input and the output states is given by Eq. (2.25). We set κ = 1 so that the
overall teleportation channel is an additive noise channel and evaluate the fidelity
numerically.

Numerical Results

In the preceding sections, we examined both the coherent state and the cat state.

For these states, we directly compare the Uhlmann fidelity F (ρ, σ) =
(
tr
√√

ρσ
√
ρ
)2

between the input and output states. In the teleportation-based transduction scheme,
κ is optimized to obtain the highest fidelity between the input and output.

For GKP states, to maintain the phase space grid size invariant, we transform the
overall channel into an additive noise channel. While GKP states and cat states both
exhibit intrinsic error-correction capabilities, this dissertation focuses on a practical
state transduction protocol for producing complex quantum states in the optical
domain. Thus, we cannot assume the feasibility of performing error correction op-
erations in the optical domain. For instance, the standard GKP error correction
procedure post-noise channel involves the use of two ancilla GKP states. In our sce-
nario, these ancilla GKP states in the optical domain would need to be generated
via the same transduction protocol from microwave domain GKP states. Otherwise,
one could directly produce the complex quantum states without the transduction.
Consequently, the ancilla GKP states would have identical noise to the transduced
GKP state, rendering them ineffective in reducing the additive noise during error
correction.

For the reasons outlined above, we do not apply error correction operations at
the output stage. Instead, we use fidelity to directly characterize the quality of the
complex states produced.

Figure 3.7: Fidelity for coherent state |α⟩, cat state N+(|α⟩+|−α⟩) (with α = 2) and
GKP state transduction. The GKP state has a finite squeezing noise σGKP = 0.22
(10dB). (a)ζm = 1 and ζo = 1, nin is irrelevant. (b) ζm = 0.95, ζo = 0.9, and
nin = 0.2. The black dotted horizontal line indicates the fidelity threshold of 2/3.

The ideal case with ζm = ζo = 1 is examined first. We present the fidelity for



50

coherent states, cat states, and GKP states, each with varying cooperativity values,
in Fig. 3.7(a). In this figure, the teleportation-based transduction scheme (dashed
lines) consistently outperforms the direct transduction scheme (solid lines) across all
three states. As the cooperativity C nears unity, the fidelity similarly approaches
unity, and the performance gap diminishes as anticipated. Additionally, the no-
cloning threshold of 2/3, as described in [34], is represented by black dotted hori-
zontal lines in Fig. 3.7. With non-ideal extraction efficiencies (ζm = 0.95, ζo = 0.9)
and non-zero noise nin = 0.2, the GKP fidelity using the teleportation scheme (green
dashed) consistently exceeds that of the direct conversion scheme (green solid), as
depicted in Fig. 3.7(b). For coherent and cat states, the teleportation scheme offers
superior fidelity over the direct conversion when cooperativity is low. Particularly, in
the C → 0 limit, the direct transmission scheme merely outputs noise, independent
of the input, while the teleportation scheme still produces output containing some
information about the input from the quadrature measurements. Conversely, at
high cooperativity, direct conversion provides better fidelity. Notably, at the C → 1
limit, even though the transmissivity κ of the teleportation-based scheme can be
tuned close to unity, the additive noise mixed in is larger than that of the direct
conversion scheme. When α is small, the states are close to vacuum, and lower
transmissivity impacts the fidelity less than higher noise, explaining the observed
behavior at large C. However, for larger α values, fidelity is mainly determined by
transmissivity, and thus the teleportation scheme offers better fidelity.

We then vary the extraction efficiencies ζm and ζo for a practical experimental
setting of C = 0.1 and nin = 0.2. As expected, at relatively low cooperativity, the
teleportation-based transduction outperforms direct transduction across all extrac-
tion efficiency values. As depicted in Fig. 3.8(a)(b), the fidelity of the coherent state
is significantly higher with the teleportation-based scheme (b) compared to the di-
rect conversion (a). Similar advantages for the cat state and GKP state are evident
in Fig. 3.8(c)-(f), despite both schemes having overall lower fidelity for these states.

Overall, the fidelity of coherent-state transduction is much higher than that for
cat states and GKP states. This is attributed to the coherent state having a positive
Wigner function focused around the origin in phase space, making it more resilient
to loss and noise. In contrast, GKP states and cat states, with their negative
and positive Wigner function parts, do not benefit from their non-Gaussian nature
without an optical domain error-correction procedure.

3.4.3 Capacity

The single mode Gaussian quantum channel, as described by Eq. (3.17) and
Eq. (3.18), can only exhibit a nonzero quantum capacity if ηDC > 1/2. This estab-
lishes a threshold for the cooperativity in the direct conversion scheme,

C ≥ −1 + 4ζmζo −
√

8ζmζo(2ζmζo − 1) ≥ 3− 2
√
2. (3.43)

This minimum value exceeds the capabilities demonstrated in state-of-the-art ex-
periments, as reported in [26, 35], thereby precluding the reliable transduction of
quantum states. This prerequisite for direct conversion is fundamental and cannot
be bypassed by error-correction methods.

To surpass the limitations of direct conversion, transduction between microwave
and optical frequencies can potentially be achieved through continuous-variable
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Figure 3.8: Performance of quantum state transfer: (a)(b) fidelity for coherent state
|α = 2⟩, (c)(d) fidelity for cat state |cat+⟩ with α = 2, and (e)(f) fidelity for GKP
state. The GKP state has a finite squeezing noise σGKP = 0.22 (10 dB). The left
column represents direct conversion, while the right column shows teleportation-
based transduction. We choose C = 0.1 and nin = 0.2 to represent state-of-the-art
experimental conditions.

quantum teleportation. The underlying principle of teleportation-based transduc-
tion is that classical communication can enhance the quantum information trans-
mission rate beyond the unassisted quantum capacity, as suggested by [36, 15].

The quantum capacities of the two schemes provide the ultimate bound of quan-
tum information rates. We begin with the ideal case with ideal extraction efficiencies
(ζo = ζm = 1 ) at zero temperature. Therefore, the thermal noise at microwave fre-
quency vanishes and the quantum capacity of direct conversion can be calculated
exactly [37]. However, the teleportation-based scheme can still have non-zero noise
due to finite two-mode squeezing at C < 1. As the exact solution to quantum capac-
ities for thermal-attenator and thermal-amplifier with non-zero noise is unknown,
we calculate the lower bound and upper bounds of quantum capacities as prescribed
by Eq. (1.44) and Eq. (1.45).

As illustrated in Fig. 3.9(a), the upper (solid) and lower bound (dashed) coincide
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Figure 3.9: Quantum capacity comparison. (a)(b) Capacity bounds versus cooper-
ativity C with extraction efficiencies (a) ζo = 1, ζm = 1 and (b) ζo = 0.9, ζm = 0.95.
The noise is irrelevant in (a) and nin = 0.2 in (b). The thresholds of the direct
conversion in Eq. (3.43) are indicated by the vertical black dashed lines, with values
around (a) 3 − 2

√
2 ≃ 0.172 and (b) 0.216. The multiple different upper bounds

are combined as in Eq. (1.45). (c)(d) Contours of the capacity lower bound for the
teleportation-based (TP) transduction scheme, with C = 0.1 and (c) nin = 0 (d)
nin = 0.2. In these two cases, the capacity of the direct conversion (DC) scheme is
all zero.

exactly for the direct conversion (blue), while a small gap persists for the telepor-
tation scheme (red, see Fig. 3.10). The teleportation scheme exhibits a quantum
capacity consistently higher than direct conversion for all C values. Notably, the
direct conversion quantum capacity drops to zero below the threshold (Eq. (3.43)),
unlike the teleportation scheme which maintains a non-zero quantum capacity at
very low cooperativity. Fig. 3.9(c) presents the teleportation scheme’s quantum
capacity lower bound at experimentally demonstrated cooperativity of C = 0.1
[26, 35]. With non-ideal extraction efficiencies, the quantum capacity decreases only
gradually, showing the robustness of the teleportation scheme.

Next, we explore the practical case with non-ideal extraction efficiencies at finite
temperature. In this scenario, thermal noise at the microwave frequency is a crucial
factor. Assuming a microwave resonator frequency of 8 GHz and an ambient tem-
perature of 0.2 Kelvin, the thermal noise occupation is assumed to be nin = 0.2. We
adopt ζm = 0.95 and ζo = 0.9 for our analysis, aligning with experimentally feasible
parameters as reported in [38, 39].

Despite these conditions, the quantum capacity lower bound of the teleportation
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Figure 3.10: Optimum κ and difference between upper and lower bound. The black
dashed lines are κ =

√
ζo/ζm. (a)(c) ζm = 1 and ζo = 1. (b)(d) ζm = 0.95, ζo = 0.9

and nin = 0.2.

scheme remains above zero for any cooperativity C. In stark contrast, the quantum
capacity upper bound of direct conversion drops to zero when cooperativity falls
below the threshold set by Eq. (3.43). Notably, the lower bound of the telepor-
tation scheme surpasses the upper bound of direct conversion in low cooperativity
regions, indicating that the teleportation scheme is unequivocally superior to direct
conversion in these cases.

We also examine the quantum capacity of the teleportation scheme under dif-
ferent extraction efficiencies, using conditions of C = 0.1 and nin = 0.2. As be-
fore, direct transmission exhibits zero quantum capacity under these circumstances.
Compared to the ideal scenario of nin = 0 (as shown in Fig. 3.9(c)), the quantum
capacity experiences a decline due to thermal noise interference (see Fig. 3.9(d)).
Hence, to maintain a comparable quantum capacity, a higher microwave extraction
efficiency becomes necessary.

Figure 3.11: Different upper bounds for (a)ζo = 1, ζm = 1, and (b) ζo = 0.9,
ζm = 0.95, and nin = 0.2.

The capacity upper and lower bounds with κ⋆ are presented in Fig. 3.9. We also
present different upper bounds in Fig. 3.11. As shown in Fig. 3.10, in the limit
C → 1, we need κ =

√
ζo/ζm so that NTP does not diverge.
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Chapter 4

Squeezing Enhanced Quantum
Teleportation

In this chapter, we begin by analyzing the role of single-mode squeezing in the
continuous-variable teleportation-based transduction scheme [40]. The quantum
Langevin equations are derived, incorporating squeezing and the associated stabil-
ity conditions. The transmissivity and noise parameters for both direct conversion
and the teleportation channel are derived similarly to the methods outlined in the
previous chapter. The we elucidate how single-mode squeezing can enhance the ef-
fectiveness of quantum teleportation by enhancing the entanglement. In the final
section, additional methods are explored to enhance quantum teleportation. How-
ever, it’s important to note that some approaches, such as three-mode teleportation
and purifying electro-optical entanglement, are not currently feasible.

4.1 Direct Conversion and Teleportation Scheme

Despite the different systems, traditional schemes all utilize a direct conversion
approach of transduction: the Hamiltonian can be directly modeled as a beam-
splitter interaction between optical and microwave frequencies. The state-of-the-art
performance of such schemes are far from satisfying in neither efficiency or noise
level. The engineering challenge is that simply increasing the power of the pulsed
pump to achieve high cooperativity will lead to heating that significantly reduces
the repetition rate of transduction. For example, Refs. [41, 42, 43] can achieve high
cooperativity when adopting a pump pulse of 100ns; however, they can only do so
by reducing the repetition rate to 10 ∼ 100HZ so that the average heating is low.
This leads to a 3 ∼ 4 orders of magnitude of reduction of transduction rates in terms
of qubits-per-second. Therefore, in order to maintain a high transduction rate in
qubits per second, low cooperativity is still the major issue to overcome.

Recently, microwave single-mode squeezing has been proposed to improve the
performance of an electro-optical transduction system [44]. On the other hand, the
teleportation-based approach generates optical-microwave entanglement from the
transduction device and subsequently employs quantum teleportation to transmit
quantum information, via the time-bin approach [45] or the continuous-variable ap-
proach [30]. In particular, the continuous-variable teleportation approach has shown
performance advantages over the direct conversion scheme, especially in the low co-
operativity region of near-term devices, thanks to its tunable efficiency and reduced
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noise [30]. At the same time, experimental generation of optical-microwave entangle-
ment on electro-optical devices has recently been demonstrated [43], showing great
promise for the teleportation-based transduction.

4.1.1 Cavity Electro-Optics involving Squeezing

Despite that the analyses can be applied to different platforms, we focus on
electro-optical systems, owing to their state-of-the-art performance [26, 41] and the
simplicity of their interaction Hamiltonian. Notably, microwave-optical entangle-
ment has recently been generated on such platforms [43], marking a significant
advancement towards realizing teleportation-based transduction.

As shown in Fig. 4.1, an electro-optical system consists of an optical cavity with
χ(2) nonlinear materials placed between the capacitor of a LC microwave resonator.
To enhance the performance, we can apply single-mode squeezing to the microwave
side using the inductive nonlinearity in Josephson parametric amplifiers [46, 47, 48].
The interaction Hamiltonian of the cavity electro-optics is described by

ĤI/ℏ = g0(â
†b̂m̂† + âb̂†m̂) + v(eiθm̂2 + e−iθm̂†2), (4.1)

where â and b̂ are two optical modes and m̂ is the microwave mode. To characterize
the interaction strength, the interaction cooperativity is defined as Cg = 4g2/(γoγm),
where we have defined the rescaled coupling coefficient g =

√
Npg0 with Np being

the total intra-cavity pump photon number. Similarly, the squeezing level is defined
as Cv = 4v2/γ2m, where v is the squeezing parameter in Eq. (4.1). Alternatively,

Figure 4.1: Schematic of the teleportation-based microwave-to-optical transduction
scheme. The microwave single-mode squeezing is implemented by the parametric
drive of superconducting inductance. The arrows inside the crystal indicate the
optical axis of periodic poling structure for optical single-mode squeezing. The en-
tanglement between microwave mode m̂ and optical mode â is generated to teleport
the state in microwave side ρ̂in to optical side ρ̂out.

optical squeezing can be realized with parametric down-conversion using the same
χ(2) nonlinear materials between the capacitor. As shown in Fig. 4.1, the phase
matching condition can be satisfied through geometric dispersion engineering or
periodic poling [49]. For teleportation-based protocol, the interaction Hamiltonian
is written as

ĤI/ℏ = g0(â
†b̂m̂† + âb̂†m̂) + v(eiθâ2 + e−iθâ†2), (4.2)
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with pumping mode b̂. While for direct conversion,

ĤI/ℏ = g0(â
†b̂m̂† + âb̂†m̂) + v(eiθb̂2 + e−iθb̂†2), (4.3)

with pumping mode â and we can define the corresponding squeezing level Cv =
4v2/γ2o . In both microwave and optical squeezing cases, we assume zero additive
noise in the optical frequency and non-zero additive noise nin in the microwave
frequency. As according to the Bose-Einstein distribution, the room-temperature
thermal photon at optical frequency is negligible, while the thermal photon nin ∼
10−1 for a typical 8 GHZ microwave system cooled to ∼ 10−1 Kelvin.

4.1.2 Stability Condition

Let’s consider the stability condition of the transduction system, which can be
derived via the Laplace analysis as in Ref. [24]. For a linear time-invariant system,
the stability condition is equivalent to that the poles of the transfer function are
negative. Otherwise, the system output will be unbounded even when the initial
input is bounded.

In a direct conversion transduction scheme, the optical mode â is coherently
pumped with mean photon number Np, which leads to a beamsplitter interaction

gb̂m̂† in the first part of Eq. (4.1) or Eq. (4.2). The beam-splitter-like Hamiltonian
is given by

ĤBS = g(b̂†m̂+ b̂m̂†),

where the pumping photon number Np of optical mode â has been absorbed into
g. Such a beamsplitter interaction enables coherent conversion between the optical
mode b̂ and the microwave mode m̂—achieving the required transduction. When
squeezing is involved, the total Hamiltonian can be written as

ĤDC/ℏ =ωob̂
†b̂+ ωmm̂

†m̂+ ĤBS + ĤMS/OS, (4.4)

where ĤMS and ĤOS model the microwave squeezing and optical squeezing, respec-
tively. They can be expressed as

ĤMS = v(eiθm̂2 + e−iθm̂†2),

ĤOS = v(eiθb̂2 + e−iθb̂†2),

where v and θ are real numbers describing the squeezing level and rotation, respec-
tively. The quantum Langevin equations can be obtained from the Hamiltonian in
Eq. (4.4). For example, for single-mode squeezing in microwave, they are

db̂(t)

dt
= i∆ob̂− igm̂− γo

2
b̂+

√
γpcb̂in +

√
γpib̂

(i), (4.5a)

dm̂(t)

dt
= i∆mm̂− igb̂− 2ve−iθm̂†−

γm
2
m̂+

√
γecm̂in +

√
γeim̂

(i), (4.5b)

b̂out = −√
γpcb̂+ b̂in, (4.5c)

m̂out = −√
γecm̂+ m̂in, (4.5d)
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where b̂, m̂ are time-dependent operators. The terms b̂in and b̂(i) correspond to
input and intrinsic loss of optical mode with γo = γpc + γpi. m̂in and m̂(i) are input
and intrinsic loss of microwave mode with γm = γec + γei. The detunings of the
optical and microwave modes are denoted by ∆o and ∆m, respectively. The Laplace
transform of function f(t) is defined as

f̃(s) =

∫ ∞

0

dtf(t) exp(−st), (4.6)

which allows the replacement rule df(t)
dt

→ sf̃(s) − f(0). By taking the Laplace
transform and assuming zero detuning, we obtain the following quantum Langevin
equations in the complex domain,

0 = GDC,MS/OS(s)b̃+ b̃(0) +Kb̃in, (4.7a)

b̃out(s) = −KTb̃+ b̃in, (4.7b)

b̃out(s) = F(s)b̃(0) + S(s)b̃in(s). (4.7c)

The vectors of operators are defined by

b̃ =
(
b̃, b̃†, m̃, m̃†

)T
,

b̃in = (b̃in, b̃
†
in, b̃

(i), b̃†(i), m̃in, m̃
†
in, m̃

(i), m̃(i)†)T,

where the tilde version of operators denote the operators’ Laplace transforms. And
the matrices are given by

GDC,MS(s) =




−γo
2
− s 0 −ig 0
0 −γo

2
− s∗ 0 ig

−ig 0 −γm
2
− s −2ive−iθ

0 ig 2iveiθ −γm
2
− s∗


 ,

GDC,OS(s) =




−γo
2
− s −2ive−iθ −ig 0

2iveiθ −γo
2
− s∗ 0 ig

−ig 0 −γm
2
− s 0

0 ig 0 −γm
2
− s∗


 ,

K =




√
γpc 0

√
γpi 0 0 0 0 0

0
√
γpc 0

√
γpi 0 0 0 0

0 0 0 0
√
γec 0

√
γei 0

0 0 0 0 0
√
γec 0

√
γei


 ,

F(s) = KTGDC,MS/OS(s)
−1.

To get the stability of the system, we need to ensure that the poles of the transfer
function F(s) are located in the left half-plane of the complex plane. This can be
achieved by examining the roots of the equation det[GDC(α)] = 0, where α is a real
variable. The stability condition is that the largest root of this equation must be
negative. After solving the equation, we obtain the stability condition:

1 + Cg − 2
√
Cv > 0, (4.8)

where Cv = 4v2/γ2m/o for microwave or optical squeezing respectively and Cg =

4g2/(γmγo) characterizes the strength of the beam-splitter interaction.
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In the teleportation-based transduction scheme, the optical mode b̂ is coherently
pumped with mean photon number Np, Eq. (4.1) and Eq. (4.2) both lead to a two-
mode-squeezing interaction gâ†m̂† between the optical mode â and the microwave
mode m̂ for entanglement generation. Thus, the total Hamiltonian ĤTP is

ĤTP/ℏ = ωoâ
†â+ ωmm̂

†m̂+ ĤTMS + ĤMS/OS, (4.9)

ĤTMS = g(â†m̂† + âm̂), (4.10)

where ĤMS and ĤOS are single-mode squeezing in microwave and optical domain
given by

ĤMS = v(eiθm̂2 + e−iθm̂†2),

ĤOS = v(eiθâ2 + e−iθâ†2),

where v is the level of squeezing. For entanglement generation, the stability condition
can be derived in the same fashion. With Hamiltonian given by Eq. (4.10), the
quantum Langevin equations are obtained in the teleportation scheme. Instead of
the full equations, we directly provide the transition matrices as

GTP,MS(s) =




−γo
2
− s 0 0 −ig
0 −γo

2
− s∗ ig 0

0 −ig −γm
2
− s −2ive−iθ

ig 0 2iveiθ −γm
2
− s∗


 , (4.11)

GTP,OS(s) =




−γo
2
− s −2ive−iθ 0 −ig

2iveiθ −γo
2
− s∗ ig 0

0 −ig −γm
2
− s 0

ig 0 0 −γm
2
− s∗


 . (4.12)

The maximum root of the equation det[GTP(α)] = 0 has to be smaller than 0 to
enable a stable system. Thus, for entanglement generation we have

1− Cg − 2
√
Cv > 0, (4.13)

where Cv =
4v2

γ2
m/o

for microwave or optical squeezing, respectively.
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4.2 Direct Conversion Channel

Under the stability condition, the input-output relations between the microwave
(optical) input and the optical (microwave) output can be derived using the quantum
Langevin equations in the frequency domain. Considering the general relation for
the cavity modes, which includes the input modes b̂in, output modes b̂out and cavity
modes b̂ in frequency domain defined as

b̂ = (b̂, b̂†, m̂, m̂†)T,

b̂in = (b̂in, b̂
†
in, b̂

(i), b̂†(i), m̂in, m̂
†
in, m̂

(i), m̂†(i))T,

b̂out = (b̂out, b̂
†
out, b̂

(i), b̂†(i), m̂out, m̂
†
out, m̂

(i), m̂†(i))T.

Replacing s with iω in the quantum Langevin equations within the complex domain,
the output fields can be derived in the frequency domain for steady systems. By
solving a set of Heisenberg-Langevin equations in the frequency domain, alongside
utilizing the input-output relations below

0 = GDC,OS/MS(iω)b̂+Kb̂in,

b̂out = −KTb̂+ b̂in,

the output field is then given by

b̂out = (KTG−1(iω)K+ I8)b̂in ≡ S(iω)b̂in.

For the case of zero detuning, when ω = 0, we use the shorter notations G and S.
To transform the input-output relations from annihilation and creation operators
(â, â†) to quadrature operators x̂ = (q̂a, p̂a), we introduce the transformation matrix
as follows:

Q = I4 ⊗
1√
2

(
1 1
−i i

)
.

We obtain the relation between the input and output fields as

x̂out = Sxx̂in,

Sx = QSQ−1,

Vout = SxVinS
⊤
x ,

where x̂in and x̂out represent the quadrature operators of the input and output
fields, and Vout and Vin are the covariance matrices of the output and input fields,
respectively. By tracing out the other modes at the output, we obtain the reduced
channel that describes the microwave-to-optical transduction:

(
q̂o
p̂o

)
= S<{1,2},{5,6}>

x

(
q̂m
p̂m

)
≡ T

(
q̂m
p̂m

)
, (4.14)

where < {1, 2}, {5, 6} > presents the row 1, 2 and column 5, 6 block of the matrix
Sx. The transmissivity of the microwave-to-optical transduction can be calculated
as:

ηm�o
DC,MS = det[T] =

4Cgζoζm
(1 + Cg)2 − 4Cv

. (4.15)
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The noise matrix for the microwave-to-optical transduction can be calculated as:

Nm�o
DC,MS = S<{1,2},{1,2,3,4,7,8}>

x VinS
<{1,2},{1,2,3,4,7,8}>T
x , (4.16)

where we assume the microwave thermal noise nin and zero optical thermal loss
resulting in the input covariance matrix:

Vin = Diag

(
1

2
,
1

2
,
1

2
,
1

2
,
1

2
+ nin,

1

2
+ nin

)
.

We can then calculate the noise n̄m→o
DC,MS and the noise mixed in Nm�o

DC,MS through the
following expression,

Nm�o
DC,MS =

(
1

2
+ n̄m�o

DC,MS

)
|1− ηm�o

DC,MS|

=
√

detNm�o
DC,MS.

This leads to the result:

Nm�o
DC,MS =

√
[A2
− + 4CgζoB+] [A2

+ + 4CgζoB−]

2 [(1 + Cg)2 − 4Cv]
, (4.17)

where

A− = 1 + Cg − 2
√
Cv, (4.18a)

A+ = 1 + Cg + 2
√
Cv, (4.18b)

B+ = (1 + 2nin)(1− ζm)− 1 + 2
√
Cv, (4.18c)

B− = (1 + 2nin)(1− ζm)− 1− 2
√
Cv. (4.18d)

The noise is independent of the phase rotation angle θ of the squeezing. For the
other scenarios, η

m�o/o�m
DC,MS/SO are the same as the transmissivity given in Eq. (4.15).

But the noises are different.

Nm�o
DC,OS = diag

(
1

2
+

2ζo{−2
√
Cv + Cg[−ζm + 2nin(1− ζm)]}
(1 + Cg + 2

√
Cv)2

,

1

2
+

2ζo{2
√
Cv + Cg[−ζm + 2nin(1− ζm)]}
(1 + Cg − 2

√
Cv)2

)
, (4.19)

No�m
DC,MS = diag

(
1

2
+

2ζm{−2
√
Cv − Cgζo + 2nin(1− ζm)}
(1 + Cg + 2

√
Cv)2

,

1

2
+

2ζm{2
√
Cv − Cgζo + 2nin(1− ζm)}
(1 + Cg − 2

√
Cv)2

)
, (4.20)

No�m
DC,OS = diag

(
1

2
+

2ζm[Cg(−ζm + 2Cv) + 2(1− 2
√
Cv)

2nin(1− ζm)]

(1 + Cg − 2
√
Cv)2

,

1

2
+

2ζm[Cg(−ζm − 2Cv) + 2(1 + 2
√
Cv)

2nin(1− ζm)]

(1 + Cg + 2
√
Cv)2

)
. (4.21)

If ζo = ζm = 1, then the above equations can be greatly simplified. In this ideal
case, all scenarios exhibit the same level of noise:

n̄m�o
DC,MS = 0. (4.22)
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4.3 Teleportation Channel

The state generated from the cavity is a multi-mode Gaussian state, as the
Hamiltonian ĤTP is of second order. The relationship between the input and out-
put covariance matrices is identical to that in direct conversion, but we derive the
symplectic transform Sx from GTP. There are two cases to consider: single-mode
squeezing in either the microwave or optical mode. We assume a vacuum state
for the optical intrinsic mode and a thermal state with a mean photon number nin

for the microwave intrinsic mode. In both scenarios, the covariance matrix of the
generated Gaussian state can be expressed in the following form:

Vom ≡
(
σo σom
σT
om σm

)
, (4.23)

where

σo =
1

2

(
w1 − w2 sin θ w2 cos θ
w2 cos θ w1 + w2 sin θ

)
,

σm =
1

2

(
u1 − u2 sin θ −u2 cos θ
u2 cos θ u1 + u2 sin θ

)
,

σom =
1

2

(
−v2 cos θ v1 + v2 sin θ
v1 − v2 sin θ −v2 cos θ

)
,

and the parameters w1, w2, u1, u2, v1 and v2 are independent of θ. Next we show
that from the entanglement perspective view, the θ can be chosen manually. One
way to quantify the amount of entanglement is the reverse coherent information,
which characterizes an achievable rate in the quantum communication.

RCIm�o ≡ H(ρ̂o)−H(ρ̂o,m),

RCIo�m ≡ H(ρ̂m)−H(ρ̂o,m),

where H(ρ̂m), H(ρ̂o) and H(ρ̂o,m) are the von Neumann entropy of microwave mode,
optical mode and total system, respectively, with H(ρ̂) = − tr (ρ̂ log2 ρ̂). For Gaus-
sian states, the entropy is a function of the symplectic eigenvalues of σm, σo and Vom.
As we can check that they are independent of θ, the entanglement of the state is
independent of θ as well. So we take θ = π/2, and apply π/2 rotation on microwave
mode for further simplification. This will local operation not affect the performance
of quantum teleportation. The covariance matrix can be simplified to a standard
form

Vmo =
1

2




u1 − u2 0 v1 + v2 0
0 u1 + u2 0 v1 − v2

v1 + v2 0 w1 − w2 0
0 v1 − v2 0 w1 + w2




=
1

2




uq 0 vq 0
0 up 0 −vp
vq 0 wq 0
0 −vp 0 wp


 . (4.24)
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For microwave squeezing, the parameters are given by

uq/p = 1 +
8ζm(Cg ±

√
Cv + nin(1− ζm))

(1− Cg ∓ 2
√
Cv)2

, (4.25a)

wq/p = 1 +
8Cgζo

[
1∓√

Cv + nin (1− ζm)
]

(1− Cg ∓ 2
√
Cv)2

, (4.25b)

vq/p =
4
√
Cgζmζo(1 + Cg + 2nin (1− ζm))

(1− Cg ∓ 2
√
Cv)2

. (4.25c)

As for optical squeezing, they are given by

u′q/p = 1 +
8ζm[Cg(1±

√
Cv) + (1± 2

√
Cv)

2nin(1− ζm)]

(1− Cg ± 2
√
Cv)2

, (4.26a)

w′q/p = 1 +
8ζo[Cg(1 + nin(1− ζm))∓

√
Cv]

(1− Cg ± 2
√
Cv)2

, (4.26b)

v′q/p =
4
√
Cgζmζo(1 + Cg + 2(1± 2

√
Cv)nin (1− ζm))

(1− Cg ± 2
√
Cv)2

, (4.26c)

where Cv = 4v2/γ2o/m. When ζm = ζo = 1, the symplectic eigenvalues of Vmo

are (1/2, 1/2), irrespective of whether we apply microwave or optical squeezing. To
quantify the entanglement, one can examine the reverse coherent information (RCI).
Similar to quantum capacity, it represents the ultimate information rate with a given
level of entanglement. The RCI is determined by the symplectic eigenvalues of σo
and σm,

RCI =
2s+ 1

2
log2

(
2s+ 1

2

)
− 2s− 1

2
log2

(
2s− 1

2

)
, (4.27)

where

s = so = sm =

√
1

4
+

4Cg(1 + Cg)2

[(1− Cg)2 − 4Cv]2
. (4.28)

Compared to direct conversion, the teleportation channel has a tunable transmis-
sivity (or gain when ≥ 1)

ηTP = κqκp, (4.29)

where κq and κp are the scaling factors of the displacement on q̂ and p̂ quadrature,
respectively. As the entanglement specified by the covariance matrix is asymmet-
ric between microwave and optical mode, the channel added noise levels differ for
microwave-to-optical (‘m � o’) transduction and optical-to-microwave (‘o � m’)
transduction, which are given by

Nm�o
TP =

1

2

√(
uqκ2q − 2vqκq + wq

) (
upκ2p − 2vpκp + wp

)
, (4.30)

No�m
TP =

1

2

√(
wqκ2q − 2vqκq + uq

) (
wpκ2p − 2vpκp + up

)
. (4.31)

Note that the parameters uq/p, vq/p and wq/p have different interpretations for optical
squeezing and microwave squeezing.
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4.3.1 Choice of Squeezing Based on Direction of Transduc-
tion

Four different scenarios of transduction arise when one applies either optical
or microwave squeezing in addition to the two directions: optical-to-microwave
and microwave-to-optical transduction. For simplicity, we focus on the operational
squeezing mode that best suit the direct conversion approach. Therefore, in this
section we explore the preferred modality of squeezing for different transduction di-
rections in the direct conversion protocol. While the optimal choice of squeezing for
direct-conversion approach may not be optimal for teleportation-based approach, it
suffices to demonstrate teleportation-based approach’s advantage over direct con-
version approach.

In our comparison, we assume the same set of parameters: the squeezing level
Cv, the extraction efficiency ζm and ζo and the cooperativity Cg. Then, the transmis-
sivity with optical and microwave squeezing are the same. For microwave-to-optical
transduction, the difference between the noise being mixed in Nm�o

DC,OS and Nm�o
TP,MS is

positive since

(Nm�o
DC,OS)

2 − (Nm�o
DC,MS)

2 = 16
(1− C2

g )Cv(1− ζo)ζo

((1 + Cg)2 − 4Cv)
2 . (4.32)

The physical intuition behind this is that the microwave noise will also be amplified
by the squeezing on the optical side. However, for optical-to-microwave transduc-
tion, the noise being mixed in with optical squeezing may not be smaller than that
with microwave squeezing. Nevertheless, as shown in Fig. 4.2, in the practical pa-
rameter region of optical-to-microwave transduction, the noise being mixed in is
smaller with optical squeezing. To achieve the best performance, from now on,
we will consider the microwave squeezing for microwave-to-optical transduction and
optical squeezing for optical-to-microwave transduction.

Figure 4.2: Thermal noiseNDC versus the squeezing level Cv with microwave thermal
photon nin = 0.1, microwave extraction efficiency ζm = 0.95, optical extraction
efficiency ζo = 0.9 and cooperativity Cg = 0.1.
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4.4 Fidelity Comparison

Although quantum capacity is a fundamental and accurate quantifier, achieving
the quantum information rate generally necessitates specific encoding and decoding
strategies, which may be challenging to implement in the near term. To compare the
performance of the two approaches in systems that are closer to current technological
capabilities, we first consider the fidelity between the input and output states when
transducing a practical quantum state. Unlike quantum capacity, fidelity has an
analytical expression and can be numerically evaluated with ease.

Assume that a single-mode Gaussian channel introduces noise mixed in as N =√
det[N ] and has a transmissivity of κ2. The fidelity between the input and output

of the channel for both the coherent state and the cat state can be calculated simi-
larly to the methods described in Eq. (3.36) and Eq. (3.38). For the coherent state
|α⟩,

F =
2

1 + 2N + κ2
exp

{
− 2α2(κ− 1)2

1 + 2N + κ2

}
. (4.33)

And for cat state |cat⟩ = N±(|α⟩ ± |−α⟩),

F =
4N4
±

1 + 2N + κ2

(
e
− 2α2(1−κ)2

1+2N+κ2 + e
− 2α2(1+κ)2

1+2N+κ2 ± 2e
− 2α2(2+2N)

1+2N+κ2

±2e
− 2α2(2N+2κ2)

1+2N+κ2 + e
− 2α2[4N+(1+κ)2]

1+2N+κ2 + e
− 2α2[4N+(1−κ)2]

1+2N+κ2

)
. (4.34)

Figure 4.3: Fidelity of (a) coherent state (b) cat state after transduction when
ζo = ζm = 0.95 and nin = 0.1 for microwave-to-optical transduction involving single-
mode squeezing. The amplitude is α = 2. Green: teleportation scheme. Blue: direct
conversion scheme. Dark gray surface: boundary of the stable parameter region.

Fig. 4.3 illustrates the fidelity comparison across different values of cooperativity
Cg and squeezing levels Cv. In the teleportation scheme, we optimize κq and κp to
maximize the fidelity of the output state. The dark gray surface in the graph rep-
resents the boundary of the stable parameter region, within which the transduction
system can operate effectively. It is observed that in most of the visible parameter
region, the fidelity of the teleportation-based approach (green) is higher than that
of the direct conversion approach (blue). Only in the region with extremely high
cooperativity does direct conversion exhibit slightly higher fidelity, though in these
instances, both fidelities are very close to unity.
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4.5 Capacity Comparison

In this section, we compare the quantum capacity of both the teleportation and
direct conversion approaches in the context of single-mode squeezing. In regions of
low cooperativity, significant single-mode squeezing is required for the direct con-
version scheme to match the performance of the teleportation-based approach. The
teleportation-based transduction supports nonzero rates over a broader range of ex-
traction efficiencies compared to the direct conversion method, even when the latter
operates under its optimal squeezing conditions.

In high cooperativity areas, the advantage of squeezing diminishes for both ap-
proaches due to the presence of thermal noise. However, given the additional thermal
noise potentially introduced by the squeezing pump, the teleportation-based trans-
duction approach remains the preferred method for enhancing the overall quantum
information rate, measured in qubits-per-second, during transduction.

As we have demonstrated in previous sections, the input-output relation of the
direct conversion and teleportation-based transduction schemes can be modeled as
thermal-loss or thermal-amplification channels. Ideal transduction requires near
unity transmissivity (η ∼ 1) and low thermal-noise (n̄ ∼ 0). While recent experi-
ments [41] achieve high cooperativity Cg and low noise NDC measured at output,
the cost of such performance is a very low repetition rate, leading to orders of mag-
nitude lower quantum information rate in qubits per second. Compared to direct
conversion, the teleportation approach offers a tunable transmissivity but may in-
troduce a higher noise level. The noise level of the teleportation-based transduction
decreases with entanglement, actually NTP ∼ e−r when we take ηTP = 1 and a
two-mode squeezed vacuum state with squeezing r for quantum teleportation.

The lower and upper bounds of the single-mode Gaussian channel are evaluated
with the functions introduced in the previous chapter. The lower bound represents
the achievable rate with Gaussian quantum information processing. These bounds
will help us assess the performance of the transduction schemes, allowing us to
determine the superior approach when the regions between the lower and upper
bounds are well separated. This section is divided into two parts: the ideal ex-
traction efficiency case in Section 4.5.1 and the practical extraction efficiency case
in Section 4.5.2. In the practical case, scenarios with low cooperativity and high
cooperativity are also discussed.

4.5.1 Ideal Extraction Efficiency Case

We begin the comparison between the channel capacities of the direct conversion
and teleportation approaches by investigating the ideal scenario with unit extraction
efficiencies ζm = ζo = 1. In this particular case, the capacity’s lower bound and upper
bound of the direct conversion align because n̄DC = 0, and the channel becomes
a pure loss channel or quantum-limited amplification channel. Furthermore, the
capacities of direct conversion in both the optical-to-microwave and microwave-to-
optical transduction are identical due to the same transmissivity ηDC. The capacity
of direct conversion, with cooperativity Cg = 0.1, is plotted as the blue line in
Fig. 4.4 against the squeezing parameter Cv. Meanwhile, for teleportation-based
quantum transduction, the tuning parameters κq and κp are optimized to attain
the maximum lower bound of the quantum capacity. The optimization of the lower
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Figure 4.4: Quantum information rate of direct conversion, teleportation channel
and the reverse coherent information (RCI) when ζo = ζm = 1 and Cg = 0.1.
QDC is the exact capacity of direct conversion. QTP is the capacity lower bound of
the teleportation-based approach. RCI quantifies the entanglement utilized in the
teleportation-based scheme.

bound for optical-to-microwave transduction coincides with that of microwave-to-
optical transduction. Since quantum teleportation utilizes the entanglement of the
state, we include the reverse coherent information (RCI) as the orange curve for
reference. RCI represents the asymptotic rate in quantum communication utilizing
the entanglement described by Vmo.

As shown in Fig. 4.4, the capacity of the direct conversion is smaller than that
of the teleportation at the same level of squeezing Cv, which indicates the better
performance of the teleportation-based transduction. Note that the quantum in-
formation rate diverges as Cv approaches (1 − Cg)

2/4. This is because, in both
direct conversion and teleportation, the transmissivity (η) approaches 1 and noise n̄
approaches 0. And the capacity is evaluated without energy constraints.

4.5.2 Practical Extraction Efficiency Case

The practical case is when the extraction efficiencies ζm and ζo are below unity.
The extraction efficiencies is the ratio between the frequency of the conduction
band γc and the total frequency of conduction band and loss frequency band γc+γi.
In practice, the ratio is smaller than 1, while it can be tuned by operating the
frequency of conduction band γc. The optical loss and the volume mismatching
between microwave and optical mode also contribute to the total transmissivity η.
While these factors are not explicitly addressed in this section, they can be effectively
incorporated into the extraction efficiencies ζo and ζm. Wang et al. [50] infer that
the extraction efficiencies can be tuned such that the ratio ζo/(1− ζo) can be within
the range of 10−2 to 102, which means that ζ ≥ 0.9 is achievable, ensuring the
stability condition C < 1. On the other hand, broadband single-mode squeezing
in the microwave domain, as outlined in Qiu et al. [51], can be implemented. In
general, Cv ∼ 0.5 is experimentally feasible.
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To fully explore the impact of different levels of cooperativity and squeezing on
the quantum information rate of the two transduction approaches, a contour plot in
Fig. 4.5 is presented. Although introducing squeezing leads to more thermal noise
n̄in, we assume the same level of noise. The gray area represents zero capacity,
indicating no reliable quantum information transmission, while the green dashed
line signifies the optimum squeezing Cv that maximizes the lower bound at each
fixed cooperativity value Cg.

Figure 4.5: Contour of quantum information rate for microwave-to-optical transduc-
tion with ζm = ζo = 0.95 and nin = 0.1. (a) Quantum capacity lower bound of direct
conversion transduction. (b) Quantum capacity lower bound of teleportation-based
transduction. The green dashed line corresponds to optimum squeezing Cv that
maximizes the information rate with fixed Cg.

We observe that the teleportation approach (in sub-panel (b)) offers a larger re-
gion of non-zero rate compared to direct conversion (in sub-panel (a)), highlighting
its robustness to low cooperativity. When Cg is small, choosing an optimal level
of squeezing can enhance the communication rate for both direct conversion and
teleportation, as evidenced by the green dashed lines. Notably, the teleportation
approach requires less optimal squeezing than direct conversion. As cooperativ-
ity increases, the optimum squeezing approaches zero, indicating that squeezing
does not aid in either direct conversion or teleportation. Although the results are
microwave-to-optical transduction, the rate of optical-to-microwave transduction ex-
hibits similar trends.

In the following analysis, we focus on two specific regions: the low cooperativity
region and the high cooperativity region. For simplicity, we assume equal extraction
efficiencies—ζm = ζo = ζ—in this section.

Low cooperativity

In the low cooperativity region of Cg = 0.1, Fig. 4.6 illustrates the quantum in-
formation rate and the effective noise N versus the squeezing level Cv for microwave-
to-optical transduction and optical-to-microwave transduction. Both the lower and
upper bounds of the direct conversion and teleportation channels are plotted. With
chosen ζ, microwave thermal noise nin and cooperativity Cg, for direct conversion,
the capacity is determined solely by Cv; while for teleportation, we optimize the
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Figure 4.6: Quantum information rate and noise being mixed in versus squeezing Cv

for ζm = ζo = 0.975, nin = 0.1, and Cg = 0.1. (a) and (c) are microwave-to-optical
transduction, (b) and (d) are optical-to-microwave transduction. In the legend,
‘LB’ indicates lower bound and ‘UB’ indicated upper bound. ‘DC’ indicates direct
conversion and ‘TP’ indicates teleportation-based conversion. For the effective noise
N , ‘MS’ indicates microwave squeezing and ‘OS’ indicates optical squeezing.

parameters κq and κp to maximize the lower bound and calculate the upper bound
for each value of Cv.

Shown in Fig. 4.6 (a) and (b), in the small squeezing regime, the teleportation
channel exhibits a non-zero capacity than direct conversion, as ηDC < 1/2. The ca-
pacity lower bound of the teleportation channel surpasses the capacity upper bound
of the direct conversion channel when Cv < 0.15. For Cv > 0.15, the capacity region
(specified by lower and upper bounds) of the two approaches overlaps. To compare
their performances, we manually set ηTP = κqκp = ηDC so that teleportation-based
approach and the direct conversion scheme have identical transmissivity or gain, and
compare the noise being mixed in. Shown in Fig. 4.6 (c) and (d), when Cv > 0.17,
we observe that NTP < NDC, indicating that the teleportation approach can achieve
the same transmissivity of direct conversion with less noise. Thus, the teleportation
approach outperforms direct conversion overall.

To provide a comprehensive comparison between the two approaches in the low
cooperativity region, Fig. 4.7 shows the contour plots of the lower bound of the
quantum information rate versus the extraction efficiency ζ and squeezing level Cv

at a fixed cooperativity of Cg = 0.1. By comparing both approaches, we observe
that the teleportation exhibits a larger region of non-zero rate and requires less
optimum squeezing Cv than the direct conversion approach for the same extraction
efficiency ζ, when Cg = 0.1. Significantly, even without the help of any squeezing,
the teleportation-based approach achieves a non-zero rate, as long as ζ ≥ 0.9. In
contrast, the direct conversion approach requires ζ ≥ 0.96 to have anon-zero rate,
with the help of optimal squeezing.

To maximize the rate for each extraction efficiency, we select the squeezing Cv

that maximizes the lower bound of the capacity while fixing ζ, as indicated by the
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Figure 4.7: Contour of quantum information rate of microwave-to-optical transduc-
tion with Cg = 0.1 and nin = 0.1. (a) Quantum capacity lower bound of direct
conversion. (b) Quantum capacity lower bound of teleportation. The green dashed
line corresponds to optimum squeezing Cv. The boundary of zero is obtained by
rate ≤ 0.01 due to finite numerical precision.

green dashed line. The advantage of the teleportation approach over the direct con-
version approach decreases as ζ approaches unity. However, in the direct conversion
approach, as shown in Fig. 4.7 (a), it requires large squeezing. While in the telepor-
tation approach, as shown in Fig. 4.7 (b), the optimum squeezing increases linearly
with the extraction efficiency ζ.

Regarding the potential increase in thermal noise due to single-mode squeez-
ing, Fig. 4.8 displays the quantum information rate relative to microwave thermal
noise (nin). We’ve optimized squeezing levels separately for direct conversion and
teleportation-based transduction. Quantum information rate decreases with increas-
ing nin for both approaches. Despite the higher optimal squeezing in direct conver-
sion, there’s no significant advantage over teleportation, as indicated by overlapping
region between lower bound and upper bound.

Figure 4.8: Maximum quantum information rate for optimal squeezing, versus ther-
mal noise nin when ζm = ζo = 0.975, Cg = 0.1. (a) Microwave-to-optical transduc-
tion, (b) Optical-to-microwave transduction.

Before concluding this part, we point out one caveat of the rate comparison
in Fig. 4.7. Because we are comparing the lower bounds of both protocols, we
cannot guarantee that the actual rate of the teleportation-based scheme is higher
than the direct conversion scheme, similar to the situation in Ref. [44]. However, in
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the presence of a noisy channel, achievable rates in the near-term are much closer
to the lower bound when the channel is noisy [52], despite the exact capacity is
unknown. Moreover, in Fig. 4.6 (b) we have demonstrated the advantage from noise
comparison.

High cooperativity

When the cooperativity Cg is large and extraction efficiencies are non-unity,
increasing the squeezing Cv does not enhance the communication rate. For direct
conversion, increasing Cv to get higher ηDC can introduce more noise NDC. The
trade-off vanishes when Cg is large. In the teleportation-based approach, the noise
is determined by Eq. (4.30) and Eq. (4.31) and squeezing can introduce mismatch
due to thermal noise n̄th between u,w, v, although the entanglement between the
microwave and optical mode increases. This mismatch will vanish if the entangled
state is purified, i.e. u = w = cosh r and v = sinh r. In contrast, for two-mode
squeezing state, increasing cooperativity Cg dose not increase the mismatch. So in
high cooperativity region, the benefit from squeezing also vanishes for teleportation.

Figure 4.9: Capacity of microwave-to-optical transduction versus level of squeezing
Cv for extraction efficiencies ζm = ζo = 0.975, microwave thermal noise nin = 0.1
and cooperativity Cg = 0.6. Blue indicates direct conversion approach and green
indicates teleportation approach. Solid and dashed curves indicate upper and lower
bounds.

For instance, when Cg = 0.6, both the upper and lower bound decrease with Cv,
as illustrated in Fig. 4.9. In this case, squeezing dose not help with the transduction
rate. At the same time, the teleportation-based approach has strictly higher infor-
mation rates than the direct conversion. Because the true rate lies within the green
region for teleportation, strictly higher than the true rate within the blue region for
direct conversion.

To gain further insights into the influence of extraction efficiency in the high co-
operativity region, we present contour plots of the capacity versus Cv and ζ contour
when Cg = 0.6 in Fig. 4.10. For each fixed ζ, we indicate the optimal squeezing level
Cv that maximizes the rate in green dashed lines. In both approaches, we see that
squeezing will not help unless the extraction efficiency is very close to unity. At the
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Figure 4.10: Contour of quantum information rate of microwave-to-optical transduc-
tion with Cg = 0.6 and nin = 0.1. (a) Lower bound of direct conversion. (b) Lower
bound of teleportation. The green dashed line corresponds to optimum squeezing
Cv.

same time, the teleportation scheme still has advantage over the direct conversion
in the maximum rates, despite the difference being smaller at large cooperativity.

The quantum information rate relative to microwave thermal noise (nin) is shown
in Fig. 4.11 when Cg = 0.6. When nin is small, the teleportation-based transduction
outperforms direct conversion because there is a clear separation between the lower
bound and upper bound in (a) and (b). And when nin is larger, in optical-to-
microwave transduction scheme, the teleportation-based transduction still performs
better than the direct conversion.

Figure 4.11: Quantum information rate versus thermal noise nin when ζm = ζo =
0.975, Cg = 0.6. (a) Microwave-to-optical transduction, (b) Optical-to-microwave
transduction.
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4.6 Enhance Entanglement for Teleportation

For the teleportation-based transduction channel, the information rate depends
on the Gaussian state used. To compare the teleportation channel using different
entangled Gaussian states, the capacity inequality is outlined in the Theorem 29.
This theorem provides insights into identifying an effective entangled state for tele-
portation. As observed, the additional noise introduced into the entangled state
dampens the quantum capacity of the teleportation channel. Ideally, if we could pu-
rify the entangled state α → π(r), there would be a significant boost in information
rate. However, in the electro-optic transduction system, purification of a Gaussian
state inevitably requires global operations on the optical side, which are challeng-
ing in the experiments due to the weak nonlinearity of light. This limitation also
applies to other setups, such as opto-mechanical transduction. Therefore, we focus
on increasing the entanglement between microwave and optical photons. In this
closing section, I discuss several methods to enhance teleportation-based quantum
transduction by augmenting the entanglement.

4.6.1 Upper Bound of Teleportation Channel

It is worthwhile to point out that the additive noise

φ̃ =
√
det
[
Z2φ11Z⊤2 − 2Z2φ12 +φ22

]
, (4.35)

as stated in the Theorem 29, limits the ultimate upper bound of the teleportation
channel. This is because when r → ∞, the channel Φ(π(r)) reaches its maximum
capacity withK = I2, as per Lemma 34, and the channel asymptotically approaches
an identity channel since N = e−r → 0. In the scenario where r → ∞, the tele-
portation channel with α can be viewed as a concatenation of an identity channel
(perfect quantum teleportation) and an additive noise channel. Thus, the additive
noise becomes the ultimate upper bound of the teleportation channel as we increase
the Entanglement of Formation (EoF) of the state. This upper bound is illustrated
in Fig. 4.12. The maximum capacity is bounded by an additive noise channel with
φ = 0, 0.2, 0.4, respectively.

4.6.2 Entanglement Generation by Concatenation

As illustrated in Fig. 4.13, one approach to enhance the entanglement of the
output Gaussian state is by employing the technique of concatenation, specifically
through the addition of an extra cavity. The concatenation of an additional cavity
introduces new dynamics to the system, potentially resulting in a more entangled
and, consequently, a more efficient quantum state for teleportation and other quan-
tum communication applications. The nuances of this process, including the impact
of cavity properties and the interaction between modes, are crucial factors in the
successful enhancement of entanglement.

For multiple uses of the cavities as depicted in Fig. 4.13, we assume that the
initial input for the first cavity is a vacuum state. The output of the previous cavity
serves as the input to the next cavity. The covariance matrix of the output after k
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Figure 4.12: Quantum capacity of the teleportation channel versus the entanglement
of formation (EoF) of the Gaussian state with covariance matrix α = π(r)+φ. The
upper bounds are obtained from additive noise in Eq. (4.35) and plotted in dashed
lines. The minimum EoF required for a non-zero quantum capacity (when encoding
with a coherent state) is approximately 0.389 for a pure Gaussian state φ = 0.

uses of the cavity is given by:

V
(k)
out =

1

2
T 2k +

k−1∑

i=0

T iNT i, (4.36)

where T and N are as defined in Eq. (4.14) and Eq. (4.16), with Sx representing
the transform corresponding to the two-mode squeezing operation.

As demonstrated in Fig. 4.15, with low cooperativity (C = 0.1), the EoF in-
creases by concatenating cavities. Beyond a certain number of cavity uses (k ≥ k∗),
the EoF saturates due to the amplification of noise from previous cavities in subse-
quent ones. As shown in Fig. 4.15 (a), when the extraction efficiency is low, despite
the increase in EoF, the channel might still exhibit zero quantum capacity, as 0.389
is the lower bound threshold for non-zero capacity. In high extraction efficiency sce-
narios shown in Fig. 4.15 (b), the EoF increases moderately. But this increase might
not significantly enhance quantum capacity. Utilizing multiple cavities in parallel
quantum communication could be more effective than concatenation in such cases,
especially if the entanglement increases is less significant.

However, when ζ is moderate, the teleportation channel (k = 1) has zero quan-
tum capacity regardless of the cooperativity. This is due to less entanglement.
Whereas the concatenation approach (k = 2) can achieve non-zero capacity by
increasing entanglement. As shown in Fig. 4.16, when ζo = ζm = 0.65, the telepor-
tation channel with k = 1 has zero capacity, while with k > 1, it achieves non-zero
capacity.
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Figure 4.13: Generating entanglement by concatenating electro-optical ring cavities.
The output modes from the first cavity, âout and m̂out, serve as the inputs for the
second cavity. The strong laser pumps b̂1 and b̂2 enhance the non-linear interaction
between the modes inside the cavity.

Figure 4.14: The spectrum of the microwave and optical modes in the cavity in
Fig. 4.13.

4.6.3 Capacity Boost by Concatenation

When considering the quantum capacity of direct conversion and the teleportation-
based transduction with ζm = ζo = ζ, for direct conversion, the maximum value of
Eq.(3.17) is achieved at C = 1, commonly referred to as critical coupling. Given
that a single-mode Gaussian channel with η ≤ 1/2 is anti-degradable, a ζ value
greater than

√
1/2 ≈ 0.707 is required to achieve a non-zero quantum capacity in

direct conversion scheme. Conversely, as depicted in Fig. 4.17 (a), the teleporta-
tion channel, upon optimizing κ, can exhibit a non-zero quantum capacity even for
ζ = 0.7. Moreover, concatenating cavities enhances not just the Entanglement of
Formation (EoF) of the output state, as illustrated in Fig. 4.15 (b), but also the
quantum capacity of the teleportation channel as shown in Fig. 4.17 (b). There-
fore, the capacity is significantly boosted by augmenting the entanglement through
the process of concatenating cavities. By strategically configuring the cavities in
a concatenated setup, it is possible to optimize the entanglement levels and thus
maximize the efficiency and performance of the quantum communication system.

However, while the Entanglement of Formation (EoF) increases with the number
of concatenated cavities k, as illustrated in Fig. 4.15 (a), the quantum capacity
lower bound (QLB) of the teleportation channel remains at zero for ζ ≤ 0.5. This
phenomenon primarily arises from the minimal EoF and the additive noise previously
discussed. The effect of this minimal entanglement on the quantum capacity is
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Figure 4.15: The Entanglement of Formation (EoF) of the output state for k
concatenated cavities. The cooperativity C = 0.1, the noise nin = 0.1 and (a)
ζm = ζo = ζ ∈ {0.1, 0.2, 0.3, 0.4, 0.5} (b) ζm = ζo = ζ ∈ {0.9, 0.92, 0.94, 0.96, 0.98}.

Figure 4.16: Quantum capacity of the teleportation channel versus cooperativity C
with k uses of the cavity. The extraction efficiency ζo = ζm = 0.65 and nin = 0.1.

profound: without sufficient EoF, the channel struggles to overcome the noise and
achieve a non-zero capacity. This highlighted limitation underscores the critical
balance between entanglement and noise in quantum communication systems.

The maximum quantum capacity achievable via cavity concatenation is depicted
in Fig. 4.18. Here, we observe an enhancement in capacity in regions where the
number of cavities used exceeds one (k > 1), revealing its potential as a viable
strategy for boosting quantum capacity in teleportation channels.

4.6.4 Three Mode Teleportation

In the preceding sections, we discussed two distinct approaches to enhance the en-
tanglement between microwave and optical oscillators. Another strategy to achieve
higher entanglement is through three-mode quantum teleportation. The general
scheme of teleportation and its implications are elaborated in the Theorem 23. The
Hamiltonian of the cavity electro-optics, without suppressing either up-conversion or
down-conversion, acts as a natural generator of three-mode entanglement involving
two optical modes and one microwave mode. The Hamiltonian is expressed as:

Ĥ = Ĥ0 + ℏg1(â†1m̂† + â1m̂) + ℏg2(â†2m̂+ â2m̂
†),

Ĥ0 = ℏωo1â
†
1â1 + ℏωo2â

†
2â2 + ℏωmm̂

†m̂.
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Figure 4.17: Quantum capacity lower bound QLB of the teleportation channel. (a)
Capacity QLB versus the cooperativity C when ζ = 0.7 and nin = 0.1, while direct
conversion has zero quantum capacity. The blue line represents k = 1 use of the
cavity, while the green line represents multiple uses of the cavity that saturate the
QLB. (b) CapacityQLB versus the number of cavities k for low cooperativity C = 0.1,
nin = 0.1 and ζm = ζo = ζ ∈ {0.9, 0.92, 0.94, 0.96, 0.98}.

Figure 4.18: Contour plots of maximum quantum capacity and cavity number k∗

versus ζm = ζo = ζ and cooperativity C. (a) Quantum capacity lower bound QLB of
the teleportation channel. (b) The corresponding number of cavities k∗ for nin = 0.1.
The gray regions indicate where the difference between k and k+1 uses of cavities is
less than 1%. The ’0’ region is where the quantum capacity is zero for any number
of cavities k.

The primary challenge in this approach is to concentrate the entanglement be-
tween one optical mode and the microwave mode, through local operations involv-
ing the two optical modes. These optical modes are separated by 2ωm in the fre-
quency domain. To couple them effectively, a strong microwave pump at 2ωm is
essential, facilitating beam-splitter-like Hamiltonian interactions between the opti-
cal modes. However, given that these optical modes are generally weak and the
coupling strength is constrained by the optical pump in electro-optic materials, re-
alizing this method in the near term may be challenging.
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Chapter 5

Continuous-Variable Quantum
Error Correction

Quantum error correction is a crucial aspect of quantum information science,
aimed at protecting quantum information from errors introduced by a quantum
channel. The quantum error correction involves encoding a qubit (or an oscillator)
with additional qubits (or oscillators) to safeguard the information and subsequently
decoding it to recover the original message, despite the presence of errors.

The primary objective of quantum error correction is to devise a quantum code
capable of shielding quantum information against various types of quantum errors.
This chapter focuses on quantum error correction employing GKP states, specifically
designed to correct random displacement errors. For a Gaussian channel, these errors
are modeled as random additive Gaussian noise. Within the framework presented
later, a general encoding using GKP states is equivalent to a general symplectic
transformation. We explore different types of quantum information to be protected
by GKP states, such as single GKP qubit and single oscillator, and various decoding
strategies, including linear estimation and minimum mean square estimation.

In scenarios involving random displacement errors, the aim of quantum error
correction is to identify an optimal quantum code—characterized by a general sym-
plectic transform—that minimizes noise or optimizes the code distance. Various
encoding types are introduced, such as the two-mode squeezing code, squeezing rep-
etition code [53], and distributed two-mode squeezing code [54]. These codes are
all examples of concatenated codes, as per the decomposition in Theorem 26. The
two-mode squeezing code, for instance, involves applying two-mode squeezing trans-
forms for all two-mode operations without single-mode operations. The squeezing
repetition code uses sum gate as two-mode operation and single-mode squeezing
as single-mode operation. The distributed two-mode squeezing code incorporates
one two-mode squeezing and employs general beam splitters and single-mode phase
rotations (passive transforms) for the remaining operations.

Due to the decomposition of a general symplectic transform, a general encoding
can be interpreted as concatenated code as shown in Fig. 5.1. As illustrated in Fig.
5.1 (a), the encoding process in the last layer treats n − 1 oscillators as data and
encodes this data into n oscillators through entanglement distribution. The local
symplectic transforms on the n− 1 data and the relationship between this data and
one additional ancilla are parameterized by the circuitry of the last layer. This pro-
cess is then repeated, encoding n−2 oscillators into n−1 oscillators, as shown in Fig.



78

Figure 5.1: Decomposition of encoding.

5.1 (b), constructing the code recursively. Given that the code is a concatenation,
the decoding process can also be designed concatenatively. We start by decoding
the last oscillator from the n−1 oscillators to extract its information. After the first
decoding layer, the last oscillator becomes independent of the remaining oscillators.
If adding more oscillators does not improve error correction, the last layer’s circuit
can be adjusted to the identity, preventing additional noise infiltration. This strate-
gic design of coding and decoding layers highlights the adaptability and robustness
of concatenated quantum error correction schemes in mitigating quantum errors.

5.1 Stabilizer Formalism

We begin by introducing the stabilizer formalism, a powerful framework for de-
scribing both discrete and continuous-variable quantum error correction codes. The
stabilizer formalism provides a straightforward path for the experimental implemen-
tation of codewords. In this framework, the elements of the stabilizers are commut-
ing operations. In the experiment, if we apply these stabilizers repetitively, the state
of the quantum system is mapped to fully mixed states within the code space. To
obtain a quantum bit (qubit) from the fully mixed state, one just measures one of
the stabilizer elements. This effectively determines the state of qubit, represented
by 0 or 1 according the the measurement result.

5.1.1 Stabilizer Formalism on Discrete Qubits

In the realm of discrete quantum error correction, quantum information is en-
coded as a qubit and the error is characterized by discrete error such as qubit flip
and qubit phase flip. A qubit is expressed as:

|ψ⟩ = a |0⟩+ b |1⟩ =
(
a
b

)
,

where a and b are complex numbers satisfying the normalization condition |a|2 +
|b|2 = 1. Operations on single qubit include the Pauli operators X, Y, Z, and oper-
ations on two qubits include the Controlled-NOT (CNOT) gate. The single qubit
operators are generated by Pauli operations represented by the matrices

X =

(
0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
. (5.1)
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In general, the Pauli group Gn on n qubits is the collection of all possible tensor
products of Pauli operators, along with multiplicative factors of ±1 and ±i. The
group G1, representing single qubit operations, is defined as:

G1 = {±I,±iI,±X,±iX,±Y,±iY,±Z,±iZ},

whereas the Pauli group Gn for an n-qubit system is the tensor product of G1 across
all n qubits:

Gn =
n⊗

i=1

G1.

All operators within G1 can be represented as products of the X and Z operators,
together with the constants ±1 and ±i. Therefore, we express G1 as G1 = ⟨X,Z⟩.
Extending this to an n-qubit system, the Pauli groupGn is generated by independent
operators Xi and Zi:

Gn = ⟨X1, Z1, . . . , Xn, Zn⟩.

The notation X1Z2 is used to indicate an X operator acting on the first qubit and a
Z operator on the second qubit, with the identity operator I applied to all remaining
qubits.

The stabilizer S is a subgroup of the Pauli group Gn, characterized by the prop-
erty that −I /∈ S. The quantum states that remain invariant under all elements of
S form the code space. This code space is crucial in quantum error correction, as
defined in [55]:

C(S) = {|ψ⟩ | S |ψ⟩ = |ψ⟩}. (5.2)

It’s important to note that the exclusion of −I from S is a necessary condition for
the existence of a nontrivial state that is stabilized by S. This condition is equivalent
to stating that all operators within S commute. From an algebraic perspective, only
commuting operators can generate a stable system, while anti-commuting operators
lead to the creation of subsystems.

In discrete quantum error correction, an interesting relationship exists between
the number of qubits embedded in the code space and the number of generators of
stabilizers. This relationship is formalized in the following lemma:

Lemma 35 Let S be a stabilizer with n − k independent generators, denoted as
S = ⟨g1, . . . , gn−k⟩, and belonging to the Pauli group Gn. Then, the number of states
stabilized by S is 2k. Consequently, the code space defined by S is isomorphic to the
state space of k qubits.

The proof of this lemma elucidates the fundamental principles of quantum error
correction in the discrete setting and is detailed in [56]. The first part comes from
the fact that each gi divides the state space by two equal parts. And the second
part comes from the fact that all operators that permute the state space are Pauli
operators. For example, consider the [[3, 1, 1]] qubit code, defined by the stabilizer
S = ⟨Z1Z2, Z2Z3⟩. Let’s start with the generator g1 = Z1Z2 and consider the state
space of n qubits, H⊗n = span{|000⟩ , |001⟩ , |010⟩ , |011⟩ , |100⟩ , |101⟩ , |110⟩ , |111⟩}.
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Since Z1Z2 is a Pauli operator, it only has eigenvalues of±1. Thus, the states satisfy-
ing g1 |ψ⟩ = |ψ⟩ form a subspace of equal dimension to the space defined by g1 |ψ⟩ =
− |ψ⟩. We can representH⊗n asH1⊕H⊥1 , whereH1 = span{|000⟩ , |001⟩ , |110⟩ , |111⟩}.

Focusing on the state space H1 and considering the operator g2 = Z2Z3 ∈
S, g2 again divides the space evenly, resulting in H1 = H2 ⊕ H⊥2 , where H2 =
span{|000⟩ , |111⟩}. The code space H2 is isomorphic to a single qubit system, with
logical operators defined as X̄ = X1X2X3 and Z̄ = Z1Z2Z3. These logical operators
act such that X̄ maps |000⟩ to |111⟩, and Z̄ maps |111⟩ to − |111⟩.

The logical operators do not fix the code word |0⟩ or |1⟩ themselves but rather
preserve the code space by permuting the code words within it. These logical oper-
ators, in conjunction with the stabilizer, form the centralizer, which fixes the entire
code space. This relationship is formalized in the following definition:

Definition 36 The centralizer of a subgroup S within the full group G is defined
as Z(S) = {g ∈ G | gs = sg, ∀s ∈ S}. In the context of stabilizer codes,
the quotient group Z(S)/S represents the group of logical operators, denoted as
{X̄1, Z̄1, . . . , X̄k, Z̄k}.

Since the stabilizer fixes the code space, it is possible to obtain an error syndrome
by measuring the stabilizer elements without disturbing the code word. The error
syndrome is a set of outcomes {1,−1, . . . , 1}, corresponding to the eigenvalues +1
and −1. If all outcomes are +1, the error syndrome indicates that no error has been
detected, and we can assume the state remains error-free.

On the other hand, consider a scenario where, the measurement of s2 yields an
outcome of −1. This error syndrome suggests that the state has deviated from the
code word, necessitating the application of an appropriate corrective operation to
map the state back to the code word space. In this case, the state resides in the
coset of the code word C(S). The coset is stabilized by ⟨s1,−s2, . . . , sn−k⟩. And
to correct the error, we apply some logical operation to map the coset back to the
code space stabilized by ⟨s1, s2, . . . , sn−k⟩. The set of error operators that can be
effectively corrected by the stabilizer S comprises Pauli operators {Ei}, with the
condition that E†jEi /∈ Z(S)− S for all i and j, as detailed in [57].

5.1.2 Stabilizer Formalism on GKP Qubits

The stabilizer formalism is similarly applicable to continuous-variable quantum
error correction using GKP states, as established in [31]. GKP states can be in-
terpreted as a symplectic lattice, further elaborated in [58, 59]. Consider a set

of displacement operators defined as D̂(
√
2πmi) = e−i

√
2πm⊤

i Ωx̂, where mi is a 2n-
dimensional vector, and i ranges from 1 to s. Since

D̂(
√
2πmi)D̂(

√
2πmj) = D̂[

√
2π(mi +mj)]e

iπm⊤
i Ωmj , (5.3)

D̂(
√
2πmi) and D̂(

√
2πmj) commute if m⊤i Ωmj ∈ Z. The GKP states can be

formally described within the stabilizer formalism.

Definition 37 A code space C(S) with a stabilizer can be defined as independent
vectors mi by follows:

S(M ) = ⟨D̂(
√
2πm1), . . . , D̂(

√
2πms)⟩, (5.4)
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where m⊤i Ω2nmj ∈ Z for all i, j. The code space includes n-mode GKP states
generated by the matrix M = (m1, . . . ,ms).

Writing M = (m1, ...,ms) as matrix with columns as mi, the set of operators is
a stabilizer if

M⊤Ω2nM = As×s, (5.5)

where A is an anti-symmetric matrix with integer elements. GKP states can be
represented as an infinite sum of eigenstates of the operators q̂ and p̂. In the mi-
crowave frequency domain, GKP states can be prepared using a controlled displace-
ment gate. This gate leverages the weak coupling region between a superconducting
qubit and a microwave mode. Given that S is a group, the displacement operator
(−1)a1a2A12D̂[

√
2π(a1m1+a2m2)], where ai is an integer, also constitutes an element

of the stabilizer.
Thus we can conceptualize the displacement operators in the stabilizer as forming

a s-dimensional lattice in the space R2n. This lattice is denoted as

L(M ) = {
s∑

i=1

aimi | ai ∈ Z}, (5.6)

where M is the lattice generator matrix. The independence of the columns of
M is equivalent to the independence of the lattice basis vectors, implying that
M must be of full rank. Moreover, two lattices are considered identical if their
generator matrices M1 and M2 can be transformed into each other through linear
combinations with integer coefficients.

Lemma 38 Two matrices M1 and M2 generate the same lattice if and only if
M1 = M2N for some invertible matrix Ns×s with integer elements. The matrix N
satisfying these conditions is referred to as a unimodular matrix.

Proof. The condition for generating the same lattice is that one basis can be derived
from the other. Therefore, we have M1 = M2N and M2 = M1N

′ for some integer
matrices N and N ′. This leads to M2 = M1N

′ = M2NN ′. Given that M2

has independent columns, it must be of full rank. Consequently, NN ′ = Is and
N ′ = N−1. Taking the determinant of both sides yields det(N ) det(N ′) = 1. As
the elements of N and N ′ are integers, so are det(N ) and det(N ′). Hence, det(N )
must be either 1 or −1.

Lemma 39 Given a matrix M such that M⊤Ω2nM is an integer matrix, there
exists a unimodular matrix N such that

N⊤M⊤Ω2nMN = ⊕k
i=1

(
0 di

−di 0

)
⊕ 0s−2k. (5.7)

A proof can be found in [60] by constructing N with greatest common divisors. It
can also be proved directly by the Lemma 8 with module theory. With the above
Lemma, we see that the stabilizer group defined in Eq. (5.5) can be generated by a
standard form

{(−1)ϕ(m̃1)D̂(
√
2πm̃1), ..., (−1)ϕ(m̃s)D̂(

√
2πm̃s)}, (5.8)

where (−1)ϕ(m̃1) is the sign that takes values +1 or −1 and

M̃⊤Ω2nM̃ = ⊕k
i=1

(
0 di

−di 0

)
⊕ 0s−2k. (5.9)
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Error Syndrome and Error Estimation in Standard Form

The state fixed by the stabilizer S in Eq. (5.5) is resistant to additive noise
D̂(

√
2πξ), where ξ is a 2n dimensional random vector. Consider a stabilizer gener-

ated by M , which is in the standard form, with possible constant phase ϕi:

S = ⟨eiϕ1D̂(
√
2πm1), . . . , e

iϕ2nD̂(
√
2πm2n)⟩,

where we assume s = 2n. As columns of M are independent, we can represent ξ as∑
i aimi = Ma. Since C(S) is fixed by S, in the Heisenberg picture, D̂(

√
2πξ)C(S)

is fixed by

D̂(
√
2πξ)SD̂†(

√
2πξ) = ⟨eiϕ1ei2πm

⊤
1 ΩξD̂(

√
2πm1), . . .⟩,

= ⟨eiϕ1ei2πd1a2D̂(
√
2πm1), e

iϕ2e−i2πd1a1D̂(
√
2πm2), . . .⟩. (5.10)

Stabilizer measurement gives us the phase value 2πd1a2 in module of 2π. We note
that a stabilizer measurement can be physically implemented by a sum gate between
the GKP qubit and a GKP ancilla [31]. The error syndrome is the set of stabilizer
measurements given by

e = [a2 mod (1/d1),−a1 mod (1/d1), ...,−a2k mod (1/dk)]
⊤

= Ω(a mod d−1).

Then we have a = −Ωe + k/d, where k = (k1, ..., k2n)
⊤. The relation between the

error syndrome e and the error ξ is

ξ = Ma = −MΩe+M (k/d).

Without prior knowledge of the error distribution of ξ, the random vector k remains
unknown. Assuming that smaller noises are more probable, we can neglect the
addition of k and estimate the error ξ linearly. The linear estimation is given by:

ξ̃ = −MΩe. (5.11)

Error syndrome detection is performed using sum gates, which are controlled gates
between the code and ancilla GKP qubits. So detecting error syndrome does not
affect the output state. Post-error detection, the code space is fixed by Eq. (5.10).
To correct the displacement error after error detection, we apply the displacement
operation D̂(−

√
2πξ̃), mapping the code that experienced displacement error back

to the original code space fixed by Eq. (5.4).
If the absolute values of {a1, . . . , a2n} are smaller than {1/d1, . . . , 1/dn}, the state

is perfectly recovered. Otherwise, the actual displacement error exceeds the esti-
mated error. After error correction, the state is displaced by D̂[

√
2π(ξ +MΩe)] =

D̂(
√
2πMk/d). Although this extra error displacement

√
2πMk/d commutes with

the code space, it transits one code word to another. It effectively permutes the
code word, thus constituting a logical error.

Given foreknowledge of the error distribution ξ, it is possible to estimate k based
on e to minimize logical errors. Assigning k̃ according to the error distribution of ξ
is also referred as post-correction. The optimal error estimation method for the post-
correction is the Maximally Likelihood (ML) estimation [61]. The Minimal Energy
(ME) estimation approximately solves the ML estimation and has been discussed in
[61, 59, 60]. The ME estimation is also named as closest lattice point decoder and
recent stimulation results are shown in [60]. However, due to the complexity of the
closest vector problem and the fact that it is NP-hard, it is not further discussed
here.
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Centralizer and Logic Error

The centralizer of the stabilizer S(M ) consists of displacement operators that
commute with the elements of S(M ). A displacement operator D̂(

√
2πv) commutes

with S if M⊤Ωv is an integer. To identify a set of operators that generates Z(S),
we can set M⊤Ωv = ±1. Let M⊥ generates Z(S). Setting

M⊤ΩM⊥ = Ω, (5.12)

we find

M⊥ = (M⊤Ω)−1Ω = M (M⊤ΩM )−1Ω. (5.13)

Eq.(5.10) can be generalized when M is not in the standard form with this setting.
For displacement error D̂(

√
2πξ), the error syndrome associated with the generator

matrix M is given by

e = M⊤Ωξ mod 1. (5.14)

The relationship between the error syndrome and the true displacement error ξ can
be found by

ξ = Ω−1M−⊤(e+ k) = −M⊥Ω[e+ k(ξ)], (5.15)

where k(ξ) is an integer vector dependent on the value of ξ and we use Eq. (5.14).
Estimating ξ̃ = −M⊥Ω[e + k̃(e)] and applying the anti-displacement, after the
error correction, there might be a logical error given by

v = ξ − ξ̃ = M⊥Ω[k̃(e)− k(ξ)].

The vector v is a lattice point of L(M⊥). If it is a lattice point of M as well, there
is no logical error. Otherwise, there is logical error. Consider the code word |0...0⟩,
which is the eigenstate fixed by {Zi} and S. When v corresponds to the lattice point
ofM . The state after error correction is still fixed by S{Zi}S† = {Zi}. Then it is the
code word |0...0⟩. If v is not a lattice point of L(M⊥), for example, it corresponds to
X1. The the state after the error correction is fixed by X1{Zi}X†1 = {−Z1, Zi}. The
code word |0...0⟩ becomes the code word |10...0⟩. The group Z(S)/S characterizes all
the logical operators Xi, Zi, and L(M⊥)/L(M ) characterizes all the logical errors.
Given a stabilizer generated by M , if M is in standard form, the centralizer can
be easily determined. Using the shorthand notation D = diag(d1, d1, . . . , dn, dn), we
have

M⊤ΩM =
n⊕

i=1

(
0 di

−di 0

)
= ΩD,

M⊥ = M (ΩD)−1Ω = MD−1.

The stabilizer and centralizer are given by

S = ⟨D̂(
√
2πm1), . . . , D̂(

√
2πm2n)⟩. (5.16)

Z(S) = ⟨D̂(
√
2πm1/d1), . . . , D̂(

√
2πm2n/dn)⟩. (5.17)

Two operators D̂(
√
2πa) and D̂(

√
2πb) anti-commute if a⊤Ωb equals 1/2 plus an

integer. Generally, the system defined by operators {D̂(
√
2πm1/d1), D̂(

√
2πm2/d1)}

with (m1/d1)
⊤Ω(m2/d1) = 1/d forms a d-level subsystem. Therefore, the code space

can be embedded into a composite system, where each subsystem is a di-level system.
If di = 2 for all i, then the code space can host k GKP qubits. The columns of M⊥
equivalently define the Pauli operators {X1, Z1, . . . , Xk, Zk}.
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GKP Qubit and Canonical GKP State

A canonical GKP state in an oscillator is given by

M = I2, M⊥ = I2. (5.18)

Since L(M⊥) = L(M), there is no encoded qubit. The state fixed by the stabilizer
is an infinite sum of q eigenstates.

|2⟩ =
∞∑

k=−∞
|q =

√
2πk⟩ =

∞∑

k=−∞
|p =

√
2πk⟩ . (5.19)

The second equality comes from the Fourier transform of the comb function.

Lemma 40 |ψ⟩ =∑k∈Z e
ick |q = ak + b⟩ =∑k∈Z e

ib( 2πk
a
− c

a
) |p = k 2π

a
− c

a
⟩.

Proof. We use the identities ⟨q| p⟩ = e−iqp and
∑

k e
−iωkT = 2π

T

∑
k δ(ω − k 2π

T
) in

the calculations.

∞∑

k=−∞
eick |q = ak + b⟩ =

∫

R
dp |p⟩⟨p|

∞∑

k=−∞
eick |q = ak + b⟩

=

∫

R
dp

∫

R
dq |p⟩⟨p| q⟩ ⟨q|

∞∑

k=−∞
eick |q = ak + b⟩

=
∞∑

k=−∞

∫

R
dp

∫

R
dq |p⟩ eiqpeickδ(q − ak − b)

=

∫

R
dp

∞∑

k=−∞
eia(p+c/a)keibp

=

∫

R
dp |p⟩

∞∑

k=−∞
δ(p+ c/a− 2πk/a)eibp

=
∞∑

k=−∞
eib(

2πk
a
− c

a
) |p = k

2π

a
− c

a
⟩ .

A square-grid GKP qubit in an oscillator is given by

M =
√
2I2, M⊥ = 1/

√
2I2.

As shown in Eq. (5.16) and Eq. (5.17), a qubit is encoded by the stabilizer. The
logical operators are

X = e−i
√
πp̂, Z = ei

√
πq̂.

The code word |0⟩ and |1⟩ are +1 and −1 eigenstates of Z given by

|0⟩ =
∞∑

k=−∞
|q = 2

√
πk⟩ =

∞∑

k=−∞
|p = √

πk⟩ ,

|1⟩ =
∞∑

k=−∞
|q = √

π + 2
√
πk⟩ =

∞∑

k=−∞
eiπk |p = √

πk⟩ .
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In general, a GKP qubit in an oscillator can be defined by a 2-by-2 symplectic
transform S. Since the centralizer M⊥ satisfies M⊤

⊥ΩM⊥ = 1/2Ω, then M⊥ =
S/

√
2 for some symplectic transform S. And M =

√
2S. When S = I2, the GKP

qubit is encoded in a square lattice L2. When S = diag(r, 1/r), it is a rectangular
lattice. And

S =

√
2

3
1
4

(
1 −1/2

0
√
3/2

)
, (5.20)

for the hexagonal lattice L7. If a Gaussian transform ÛS is applied on a square-grid
GKP qubit, the code space is fixed by ÛSSÛ

†
S. From Eq. (1.10), the displacement

operator transforms according to

e−i
√
2πm⊤ΩS−1x̂ = e−i

√
2πm⊤S⊤Ωx̂ = e−i

√
2π(Sm)⊤Ωx̂.

Therefore a single GKP qubit encoded in an oscillator can be obtained from a GKP
qubit in a square lattice and a symplectic transform S.

Equivalent Code

In the previous sections, we observed that the error syndrome of a code is
−M⊤Ωξ mod 1, and the logical error after the error correction is determined by
L(M⊥)/L(M ). Thus, two codes with generator matricesM1 andM2 are equivalent
for correcting displacement errors if they generate the same lattice. Two equivalent
codes may not have the same error syndrome, since when M → MN , then

e = −M⊤Ωξ mod 1 → e′ = −N⊤M⊤Ωξ mod 1.

Two equivalent codes may not have the same stabilizer S or code words. For exam-
ple, consider a GKP qubit encoded in an oscillator with different stabilizers S1 and
S2 given by

S1 = ⟨ei2
√
πp̂, e−i2

√
πq̂⟩,

S2 = ⟨ei2
√
πp̂,−e−i2

√
πq̂⟩.

The centralizers are the same with logical operator given by

X = ei
√
πp̂, Z = e−i

√
πq̂.

The code words |0⟩ and |1⟩ are obtained by +1 and −1 eigenstates of Z and S. The
code words with stabilizer S1 are

|0⟩ =
∑

k

|q = 2
√
πk⟩ =

∑

k

|p = √
πk⟩ ,

|1⟩ =
∑

k

|q = 2
√
πk +

√
π⟩ =

∑

k

eiπk |p = √
πk⟩ .

And the code words with the stabilizer S2 are

|0⟩ =
∑

k

|q = 2
√
πk +

√
π/2⟩ =

∑

k

eiπk/2 |p = √
πk⟩ ,

|1⟩ =
∑

k

|q = 2
√
πk + 3

√
π/2⟩ =

∑

k

ei3kπ/2 |p = √
πk⟩ .
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From Lemma 39, for any code with generator matrix M , we can find an equivalent
code with generator matrix M̃ = MN such that M̃ is in standard form. Therefore,
it is sufficient to consider all matrices withM in standard form, and the centralizer is
given by MD−1. For GKP qubit codes, we can summarize the stabilizer formalism
in group structure as

Logical Operators: Z(S)/S,

Logical Errors: L(M⊥)/L(M).

Another equivalence arises from considering homogeneous noises ξ. We say the
distribution of the noise P (ξ) has some symmetry Q if P (Qξ) = P (ξ). For ho-
mogeneous noise ξ, all Q in the set Sp(2n) ∩ O(2n) do not change the probability
density function (PDF) of the error distribution. In other words, rotating ξ by any
Q does not change the PDF. Two codes have the same performance ifM → Q−1M .
Therefore for the homogeneous noise, two codes with generator matrices M1 and
M2 are equivalent if they satisfy

M1 = QM2N , (5.21)

where Q ∈ Sp(2n) ∩O(2n) and N is a unimodular matrix.

5.1.3 [[n,k]] GKP Qubit Code

In this part, we discuss the [[n, k]] GKP qubit code and show examples of the
[[n, k]] code. With the framework above, all equivalent codes can be generated by
some symplectic transform. Consider a generator matrix M with s = 2n indepen-
dent generators of stabilizer. When its normal form M̃ = MN has d1 = d2... =
d2k = 2 and d2k+1 = ... = d2n = 1, the stabilizer encodes k GKP qubits in n
oscillators. Since

M̃⊥ = M̃ [(1/2I2k)⊕ I2n−2k], M̃⊤
⊥ΩM̃⊥ = [(1/2Ω2k)⊕Ω2n−2k],

the logical operator Xi, Zi of the k qubits are given by the first 2k columns of M̃⊥.

Definition 41 A generator matrix M encodes k qubits into n oscillators if its stan-
dard form M̃ satisfies

M̃⊤ΩM̃ = (2Ω2k)⊕ (Ω2n−2k). (5.22)

A code defined above can be generated by a symplectic transform S. Indeed, one
can find S such that

M̃ = S(
√
2I2k ⊕ I2n−k), (5.23a)

M̃⊥ = S

(
1√
2
I2k ⊕ I2n−2k

)
, (5.23b)

B = S/
√
2. (5.23c)

The basis B corresponds to the whole Pauli group of n GKP qubits. L(M̃⊥) is a
subgroup of L(B), so the k qubits code can be embedded to n qubits code.
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Conversely, with a basis B such that B⊤ΩB = 1
2
I2n, we can construct an [[n, k]]

code in different ways. The first approach is by scaling the basis. For this approach,

M = B
[
(2I2k)⊕

√
2I2n−2k

]
,

M⊤ΩM = (2Ω2k)⊕ (Ω2n−2k).

The second approach is from the discrete variable code. In this approach, the basis
B is usually a direct product such as B = 1√

2
I2n for square-grid qubits and

B = 3−1/4
n⊕

i=1

(
1 −1/2

0
√
3/2

)
,

for hexagonal-grid qubits. Then one can effectively define a Pauli group with Pauli
operators and identity

{X1, Z1, . . .} = {D̂(
√
2πb1), D̂(

√
2πb2), . . .},

1̂ = ⟨D̂(2
√
2πb1), D̂(2

√
2πb2), . . .⟩.

An [[n, k]] GKP qubit code can be obtained by an [[n, k, d]] quantum qubit code
with Pauli operators defined above. For example, [[3, 1, 1]] qubit code has stabilizer
S = ⟨Z1Z2, Z2Z3⟩. The corresponding [[3, 1]] GKP qubit code can be constructed
by

M = (b2 + b4, b4 + b6, 2b1, b2, 2b3, 2b5),

where 2b1, b2, 2b3, 2b5 are chosen in any way such that the columns of M are in-
dependent from each other. The first column corresponds to Z1Z2 and the second
column corresponds to Z2Z3. To verify that the M encodes 1 qubit, we calculate

M⊤ΩM =




0 0 −1 0 −1 1
0 0 0 0 −1 −1
1 0 0 1 0 0
0 0 −1 0 0 0
1 1 0 0 0 0
−1 1 0 0 0 0




= A.

Since det[A] = d21d
2
2d

2
3 = 4, then (d1, d2, d3) has to be (1, 1, 2). Indeed, the generator

matrix gives a [[3, 1]] code.

5.2 Error Model

The quantum random displacement error channel for an n bosonic system is
given by

ΦP (ξ)(ρ̂) =

∫

R2n

d2nξ P (ξ)Ŵ (ξ)ρ̂Ŵ †(ξ), (5.24)

where P (ξ) is the PDF of the random displacement ξ. It is easy to verify that the
channel is completely positive and trace-preserving. Moreover, concatenating two
random displacement channels results in another random displacement channel.
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ΦP1(ξ) ◦ ΦP2(ξ)(ρ̂) =

∫

R2n

d2nξ1

∫

R2n

d2nξ2 P1(ξ1)P2(ξ2)Ŵ (ξ1 + ξ2)ρ̂Ŵ
†(ξ1 + ξ2)

=

∫

R2n

d2nξ1

∫

R2n

d2nξ P1(ξ1)P2(ξ − ξ1)Ŵ (ξ)ρ̂Ŵ †(ξ)

=

∫

R2n

d2nξ [P1 ∗ P2(ξ)]Ŵ (ξ)ρ̂Ŵ †(ξ)

= ΦP1∗P2(ρ̂), (5.25)

where P1 ∗P2 is the PDF of the convolution of two random variables. When passing
through a random displacement channel, the characteristic function transforms as
follows:

χΦ(ρ̂)(t) = Tr[Ŵ (t)

∫

R2n

d2nt1 P (t1)Ŵ (t1)ρ̂Ŵ
†(t1)]

= Tr[

∫

R2n

d2nt1 P (t1)e
it⊤1 Ωtρ̂Ŵ (t)]

= P̃ (t)χρ̂(t), (5.26)

where P̃ (t) =
∫
R2n d

2nt1 P (t1)e
it⊤1 Ωt is the Fourier transform of P (t). For a Gaussian

channel with T = I2n and d = 0, the channel is a random displacement channel with
P (t) ∝ e−

1
2
t⊤N−1t. If N = diag(σ2

1, σ
2
1, . . . , σ

2
n), the multi-mode Gaussian channel

is called independent additive white Gaussian noise (AWGN) channels, denoted as⊗n
ℓ=1 Φσ2

ℓ
. On the other hand, a general Gaussian channel can be transformed into

independent AWGN channels by concatenating the general Gaussian channel with
pre-processing and post-processing Gaussian channel. The pre-processing and post-
processing can be quantum limited, i.e., the environment is in a vacuum state. As
mentioned in subsection 1.2.3 and the Ref. [17], if the environment is vacuum, the
channel is degradable. In the single-mode case, it is a pure amplification or pure

loss channel and has a quantum capacity given by log
(

k
|1−k|

)
.

Lemma 42 Any multi-mode Gaussian channel characterized by T , N , and d can
be transformed into a product of independent AWGN channels, via Gaussian pre-
processing only, post-processing only, or both Gaussian pre-processing and post-
processing.

Proof. Without loss of generality, we can assume d = 0, since applying a dis-
placement D̂(−d) first can cancel this term. The multi-mode Gaussian channel
transforms the characteristic function as

χΦ(ρ̂)(t) = χρ̂(T
⊤t) exp

(
−1

2
t⊤Nt

)
. (5.27)

We can concatenate this Gaussian channel with a Gaussian channel having T ′ = T−1

and N ′. The concatenation can be pre-concatenation or post-concatenation. The
resulting channel becomes AWGN channels with additive noise T−1NT−⊤ +N ′ =
diag(σ2

1, σ
2
1, . . . , σ

2
n) = Σ. From Lemma 9, the Gaussian channel with T ′ = T−1
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Figure 5.2: Schematic of the general Gaussian channel reduction scheme to a product
of additive white Gaussian noise (AWGN) channels.

and N ′ can be constructed by a symplectic transform S between the system A and
environment D as long as it satisfies:

N ′ ± i

2
(Ω− T−1ΩT−⊤) ≥ 0,

which simplifies to

TΣT⊤ −N ± i

2
(Ω− TΩT⊤) ≥ 0.

Given T ′, this requirement can be met when N ′ is sufficiently large. Another ap-
proach requires both pre-processing and post-processing as shown in Fig. 5.2. By
singular value decomposition, T = A−1GB−1, where A and B are symplectic and
orthogonal matrices, andG is a positive diagonal matrix. Applying the general beam
splitter B and A before and after the Gaussian channel, the concatenated channel
has transmissivity G =

⊕2n
k=1G

′
k and noise ANA⊤. Single-mode squeezing before

the concatenated channel further transforms G to G′ = diag(G1, G1, . . . , Gn, Gn).
By Williamson’s theorem, a symplectic transform SB exists such that SBANA⊤S⊤B
is diagonalized. Applying this transform in the post-processing, we get transmis-
sivity G′ = diag(G1, G1, . . . , Gn, Gn) and noise N ′ = (σ′1, σ

′
1, . . . , σ

′
n). In the final

step, for Gk > 1, we post-process with a pure-loss channel ηk = 1/G2
k on the k-th

mode; while for Gk < 1, we pre-process with a quantum-limited amplifier with gain
k = 1/G2

k on the k-th mode.
Due to the reduction, in the rest of the context, we assume our channel is inde-

pendent AWGN channels. We denote the PDF of the 2n-dimensional multivariate
Gaussian distribution as

g(Σ,x− µ) =
1

(2π)n
√
detΣ

exp

(
−1

2
(x− µ)⊤Σ−1(x− µ)

)
, (5.28)

where x = (x1, . . . , x2n)
⊤, Σ is the covariance matrix, and µ is the mean vector.

The channel model is then given by

Φ(ρ̂) =

∫

R2n

d2nξ g

[
n⊕

i=1

(σ2
i I2), ξ

]
e−iξ

⊤Ωx̂ρ̂eiξ
⊤Ωx̂. (5.29)

In the realm of quantum error correction with [[n, k]] GKP qubit code, the het-
erogeneous Gaussian noise plays a pivotal role. As detailed in Section 5.1.3, the
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construction of any such code is equivalent to a specific symplectic transform S. We
can interpret this transform as correlating random noises, which can be represented
as:

S−1
(

n⊕

i=1

σ2
i I2

)
S−⊤.

In this scenario, we use the GKP ancillas to capture the correlated noises and predict
the noise that occurs on the data.

The symmetry of these channels is given by single phase rotations, signifying
that when S is modified to (R(θ)⊕I2n−2)S, the PDF of the random noises remains
unaltered. This is mathematically expressed as:

R(θ)−1(σ2
i I2)R(θ)−⊤ = σ2

i I2.

Consequently, codes that differ by single phase rotations are equivalent to each other
in this context. Furthermore, in scenarios where the channel noise is homogeneous,
the symmetry extends to encompass any beam splitter transform B. This is math-
ematically expressed as:

B−1(σ2I2n)B
−⊤ = σ2I2n.

5.3 Quantum Error Correction on Oscillators

Quantum error correction is essential for robust quantum information processing
with noisy devices. As bosonic quantum systems play a crucial role in quantum
sensing, communication, and computation, it is important to design error correction
codes suitable for these systems against various different types of noises. While
most efforts aim at protecting qubits encoded into the infinite dimensional Hilbert
space of a bosonic mode, Ref. [52] proposed an error correction code to maintain the
infinite-dimensional-Hilbert-space nature of bosonic systems by encoding a single
bosonic mode into multiple bosonic modes. Enabled by Gottesman-Kitaev-Preskill
(GKP) states as ancilla, the code overcomes the no-go theorem of Gaussian error
correction.

This section aims to explore the methods and principles of quantum error correc-
tion specifically tailored for oscillators. The data is a set of oscillators experiencing
small displacement errors in the continuous region (q, p) when going through AWGN
channels. Hence, the performance of this quantum error correction strategy is mea-
sured by the reduction in the variance of the error after the error correction process
has been applied. A generalized error correction code to the scenario with general
heterogeneous Gaussian noises is provided to protect an oscillator. When the noises
are correlated, they can be reduced to independent and heterogeneous noises by
Williamson theorem through a suitable bosonic transform and this transform can
be absorbed to encoding. Next, the encoding of k data oscillators by n oscillators
is discussed. The primary objective is to safeguard k oscillators using M = n − k
GKP states.
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5.3.1 GKP-Gaussian Error Correction and the Lower Bound

To correct the AWGN noises, Ref. [52] adopts an approach of combining GKP
grid states and Gaussian operations, to go beyond the no-go theorem for Gaus-
sian Quantum Error Correction (QEC) [62]. There, an independent and identical
distributed (iid) noise model is adopted to examplify the basic principle; A general
framework that extends Ref. [52]’s approach to the multi-mode general AWGN chan-
nels is depicted in Fig. (5.3), the QEC scheme applies a general zero-displacement
Gaussian unitary ÛE,0, described by the symplectic transform E, on the input state
ρ̂ and n− 1 GKP ancilla to obtain an entangled n-mode non-Gaussian state. After
passing through the AWGN channels ΣV , the output goes through the inverse of
the Gaussian unitary ÛE−1 . Finally, one simultaneously measures the momentum
and position quadratures (up to module

√
2π) of the n− 1 GKP ancilla modes via

GKP-assisted measurements. Based on the measurement results, one applies a dis-
placement on the data mode to obtain an approximation of the original input ˆ̃ρ.
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Figure 5.3: The general multi-mode GKP-Gaussian code. The notation U denotes
the channel that a unitary transform Û incurs.

The intuition behind the QEC design is that the channel concatenation,

UE−1,0 ◦ ΣV ◦ UE,0 = ΣE−1V (E−1)T , (5.30)

correlates the errors on different modes in a controlled way. As AWGN channels can
be interpreted as random displacements via Eq. (5.30), measuring the displacements
on the n−1 ancilla will lead to a good estimation of the displacement error remaining
on the data mode. The crucial contribution of the GKP grid state is to enable
the joint measurement of displacements on both quadratures, up to a module

√
2π

ambiguity, so that the joint estimation of both quadrature displacements is possible.
In the above scheme, we have delayed all measurement till the end; in general, one
can consider performing measurements and displacements in between the Gaussian
gates. However, due to the Gaussian nature of the unitaries, the displacements
conditioned on the measurement results can always be pushed until the end, and
even largely avoided via post-processing on the measurement results. Indeed, only
the displacements on the data mode is necessary in general.

To judge the performance of a QEC scheme, as AWGN noises apply random
displacements, we can consider the STDs of the random displacement errors after
the decoding procedure. In general, the STD σL,q on the position quadrature and
the STD σL,p on the momentum quadrature can be unequal, therefore we define the
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average logical noise STD σL =
√

(σ2
L,q + σ2

L,p)/2. Regardless of the error correction

scheme, for a noise model described in Eq. (5.29), one can prove a lower bound of
the noise STD

σ2
L ≥ 1

e

n∏

ℓ=1

σ2
ℓ

1− σ2
ℓ

>
1

e

n∏

ℓ=1

σ2
ℓ , (5.31)

which generalizes Eq. (12) of Ref. [52] to the multi-mode case. Note we will only
consider 0 < σℓ < 1, as the case of zero noise is trivial and channels with σℓ > 1 will
be discarded due to zero quantum capacity.

5.3.2 Concatenated TMS and SR Code with Linear Estima-
tor

Although lower and upper bound can be derived from quantum capacity, an er-
ror correction scheme needs a specific encoding and decoding, corresponding to the
general Gaussian unitary E and the error estimation in the general GKP-Gaussian
error correction scheme. In this part, we consider protecting one oscillator by n− 1
square-grid canonical GKP states. The multi-mode concatenation of GKP-two-
mode-squeezing (TMS) code and the GKP-squeezing-repetition (SR) code are pro-
vided. The concatenated Two-Mode Squeezing (TMS) and Squeezed Repetition
(SR) codes implement linear estimation for error correction, which is principally
based on the main peak of the output PDF from the previous layer’s error cor-
rection. These codes effectively handle heterogeneous noise, characterized by the
covariance matrix V =

⊕n
i=1 σ

2
i I2.

In the initial layer of error correction, we commence by correlating the last two
canonical square-grid GKP states, which facilitates the protection of one GKP state
using the other. This initial step plays a crucial role in significantly reducing the
noise. Subsequently, this error correction process is reiterated through n− 1 layers,
each further enhancing the noise reduction. As we proceed through the layers, the
efficacy of the error correction progressively increases. Although the PDF after the
error correction in k layers is no longer the Gaussian function, we can still express
the covariance matrix as:

V(k) =

(
n−k−1⊕

i=1

σ2
i I2

)
⊕
(
σ̃2
(k)I2

)
,

where σ̃(k) is the reduced noise level after k layers of error correction. Notably, σ̃(k)
is expected to be smaller than the initial noise levels σn, . . . , σn−k, reflecting the
cumulative effect of the error correction process. In regions where σi < 1, which are
essential for maintaining non-zero quantum capacity for single-use of the channel,
the error reduction asymptotically approaches σ2

1 · · ·σ2
n.

Numerical analyses reveal that optimally tailoring the error correction procedures
for each specific noise model significantly enhances the noise reduction capability.
Employing a global optimization strategy allows these concatenated codes to achieve
optimal scaling in relation to the input noise level. Conversely, a greedy optimization
approach tends to result in less efficient scaling. These findings highlight the critical
importance of developing error correction strategies that are finely tuned to the
specific characteristics of the noise model in concatenated TMS and SR codes.
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Two-mode TMS Code

We begin with the two-mode case (n = 2) of the noise model in Eq. (5.29), where
the noise covariance matrix V = Diag(σ2

1, σ
2
1, σ

2
2, σ

2
2) for a data mode and a single

GKP ancilla. In a GKP-TMS-code, the symplectic transform of the encoding

E =

( √
GI2

√
G− 1Z2√

G− 1Z2

√
GI2

)
,

corresponds to a TMS operation, where I2 = Diag(1, 1) and Z2 = Diag(1,−1). The

random displacement z = (z
(1)
q , z

(1)
p , z

(2)
q , z

(2)
p ) of the output AWGN channels now

has the covariance matrix

Vz = (E)−1V (E−1)T =
(

[Gσ2
1 + (G− 1)σ2

2]I2 −
√
G(G− 1)(σ2

1 + σ2
2)Z2

−
√
G(G− 1)(σ2

1 + σ2
2)Z2 [Gσ2

2 + (G− 1)σ2
1]I2

)
.

The joint PDF of z = (z
(1)
q , z

(1)
p , z

(2)
q , z

(2)
p ) is given by

P (z(1)q , z(1)p , z(2)q , z(2)p ) =
1

(2π)2|Vz|
1
2

exp

(
−1

2
zTV −1z z

)

=
1

(2π)2σ2
1σ

2
2

exp

{
− 1

2σ2
1σ

2
2

{[
(G− 1)σ2

1 +Gσ2
2

] (
z(1)2q + z(2)2q

)

+
[
Gσ2

1 + (G− 1)σ2
2

] (
z(1)2p + z(2)2p

)
+ 2
√

G(G− 1)(σ2
1 + σ2

2)(z
(1)
q z(2)q − z(1)p z(2)p ).

Then we obtain the conditional distribution given by:

P (z(1)q , z(1)p |z(2)q , z(2)p ) =
P (z

(1)
q , z

(1)
p , z

(2)
q , z

(2)
p )∫∞

−∞ P (z
(1)
q , z

(1)
p , z

(2)
q , z

(2)
p ) dz

(1)
q dz

(1)
p

=
(G− 1)σ2

1 +Gσ2
2

2πσ2
1σ

2
2

exp

− 1

2σ2
1σ

2
2


[√

(G− 1)σ2
1 +Gσ2

2z
(1)
q +

√
G(G− 1)

(G− 1)σ2
1 +Gσ2

2

(σ2
1 + σ2

2)z
(2)
q

]2

+

[√
(G− 1)σ2

1 +Gσ2
2z

(1)
p −

√
G(G− 1)

(G− 1)σ2
1 +Gσ2

2

(
σ2
1 + σ2

2

)
z(2)p

]2

 .

Here, we have two types of estimators (z̄
(1)
q , z̄

(1)
p ) based on the mesurement result

(z
(2)
q , z

(2)
p ). The first is the maximum likelihood estimator (MLE)

(z̄(1)q , z̄(1)p ) = arg
(z

(1)
q ,z

(1)
p )

max P (z(1)q , z(1)p |z(2)q , z(2)p ).

The second approach is to minimize the variance, which leads to using the average
as the estimator as

(z̄(1)q , z̄(1)p ) = ⟨(z(1)q , z(1)p )⟩
P (·,·|z(2)q ,z

(2)
p )

.

The above estimations are the same in two-mode case because the PDF, P (z
(1)
q , z

(1)
p |z(2)q , z

(2)
p ),

is Gaussian. Therefore, we get

z̄(1)q = ⟨z(1)q ⟩
P (·,·|z(2)q ,z

(2)
p )

= −
√
G(G− 1)(σ2

1 + σ2
2)

(G− 1)σ2
1 +Gσ2

2

z(2)q ,

z̄(1)p = ⟨z(1)p ⟩
P (·,·|z(2)q ,z

(2)
p )

=

√
G(G− 1)(σ2

1 + σ2
2)

(G− 1)σ2
1 +Gσ2

2

z(2)p .

(5.32)



94

Now the probability density functions of logical quadrature noises ξq and ξp can
be derived from the joint PDF. Since the measurements on |GKP⟩ state have the
module

√
2π uncertainty, the corrected quadrature noises are given by

ξq = z(1)q − z̄(1)q

= z(1)q +

√
G(G− 1)(σ2

1 + σ2
2)

(G− 1)σ2
1 +Gσ2

2

R√2π(z
(2)
q ),

ξp = z(1)p − z̄(1)p

= z(1)p −
√
G(G− 1)(σ2

1 + σ2
2)

(G− 1)σ2
1 +Gσ2

2

R√2π(z
(2)
p ).

We can get the joint PDF P (z
(1)
q , z

(2)
q ) of random variables z

(1)
q and z

(2)
q , as

1

2πσ1σ2
exp

{
− 1

2σ2
1σ

2
2

{
[(G− 1)σ2

1 +Gσ2
2]z

(2)
q

2
+ [Gσ2

1 + (G− 1)σ2
2]z

(2)
q

2

+2
√

G(G− 1)(σ2
1 + σ2

2)z
(1)
q z(2)q

}}
.

Then the PDF of ξq is given by:

Q(ξq) =

∫ ∞

−∞
dz(1)q

∫ ∞

−∞
dz(2)q P (z(1)q , z(2)q )

× δ

[
ξq − z(1)q −

√
G(G− 1)(σ2

1 + σ2
2)

(G− 1)σ2
1 +Gσ2

2

R√2π(z
(2)
q )

]

=
∑

n∈Z
bn F σ1σ2√

(G−1)σ2
1+Gσ2

2

(ξq + µn),

where the coefficients and the means are

bn =

∫ (n+ 1
2
)
√
2π

(n− 1
2
)
√
2π

dzF√
(G−1)σ2

1+Gσ2
2
(z),

µn =

√
G(G− 1)(σ2

1 + σ2
2)

(G− 1)σ2
1 +Gσ2

2

√
2πn,

(5.33)

and Fσ is the PDF of a zero-mean Gaussian distribution with a variance σ2. Fol-
lowing the same steps, we can also show that the residue noise ξp obey the same
statistics as ξq. The output variance is therefore

σ2
L =

σ2
1σ

2
2

(G− 1)σ2
1 +Gσ2

2

+
∑

n∈Z
bnµ

2
n. (5.34)

We also derive the asymptotic expressions of the optimal gain that minimizes the
output variance when both σ1 and σ2 are small. The leading order of the above
noise variance can be obtained as

σ2
L ≃ σ2

1σ
2
2

(G− 1)σ2
1 +Gσ2

2

+
2πG(G− 1)(σ2

1 + σ2
2)

2

[(G− 1)σ2
1 +Gσ2

2]
2 Erfc

( √
π

2
√

(G− 1)σ2
1 +Gσ2

2

)
. (5.35)
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For a fixed gain G and σ2 < σ1, Eq. (5.35) leads to

σ2
L ≃ σ2

1σ
2
2

σ2
G

+
2πG(G− 1)(σ2

1 + σ2
2)

σ4
G

Erfc

(√
π

2σG

)
, (5.36)

where

σ2
G = (G− 1)σ2

1 +Gσ2
2. (5.37)

The above equation decreases as σG increases as long as σG > 0.7, when σ2
1 +σ

2
2 and

G are fixed. In the small noise limit, we have σG ≫ 1 and this condition is satisfied.
Therefore, when σ2 < σ1 ≪ 1, we have

σG(σ1, σ2)
2 = (G− 1)σ2

1 +Gσ2
2

< (G− 1)σ2
2 +Gσ2

1 = σG(σ2, σ1)
2.

So we can switch the two channels to get a smaller STD of the output noise, then
adjust the gain G for a even smaller STD of the output noise after switching. Nu-
merical results show that the optimal G≫ 1 when both σ1 and σ2 are small. Thus,
G ≈ G−1 and G(G− 1)(σ2

1 + σ2
2)

2 ≈ [(G− 1)σ2
1 +Gσ2

2]
2
. Also the argument inside

the Erfc function is much larger than 1. With x ≡ 1/σ2
G, Eq. (5.35) can be further

simplified to

σ2
L = f(x) ≡ σ2

1σ
2
2x+ 2π Erfc(

√
πx

2
).

The optimum x∗ can be found by solving

f ′(x∗) = σ2
1σ

2
2 + 2π

[
− 1

2
√
x∗

exp

(
−πx

∗

4

)]
= 0,

which leads to

x∗ =
4

π
ln

(
π

σ2
1σ

2
2

√
x∗

)
. (5.38)

We solve Eq. (5.38) by plugging in x∗ iteratively,

x∗ =
4

π
ln

(
π

σ2
1σ

2
2

√
x

)

=
4

π
ln

(
π

σ2
1σ

2
2

)
− 2

π
ln(x∗)

=
4

π
ln

(
π

σ2
1σ

2
2

)
− 2

π
ln

[
4

π
ln

(
π

σ2
1σ

2
2

)
− 2

π
ln(x∗)

]

≈ 4

π
ln

(
π

σ2
1σ

2
2

)
− 2

π
ln

(
4

π

)
− 2

π
ln

[
ln

(
π

σ2
1σ

2
2

)]

≈ 4

π
ln

(
π3/2

2σ2
1σ

2
2

)
.

(5.39)
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Then the optimal gain and the output noise are given by

G∗ =
1/x∗ + σ2

1

σ2
1 + σ2

2

=

π
4

[
ln
(

π3/2

2σ2
1σ

2
2

)]−1
+ σ2

1

σ2
1 + σ2

2

,

σ∗L
2 ≃ σ2

1σ
2
2x
∗ + 2π Erfc

(√
πx

2

)

≈ σ2
1σ

2
2x
∗ +

4√
x∗

exp

(
−πx

∗

4

)

≈ 4σ2
1σ

2
2

π

{
ln

(
π3/2

2σ2
1σ

2
2

)
+

[
ln

(
π3/2

2σ2
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2
2

)]− 1
2

}

≈ 4σ2
1σ

2
2

π
ln

(
π3/2

2σ2
1σ

2
2

)
.

(5.40)

As numerical results show that σL(σ1, σ2) is smaller when σ1 < σ2, we get the
asymptotic curve for σL = tσ1 (t < 1) under this approximation by

t2 =
4σ2

2

π
ln

(
π3/2

2σ2
1σ

2
2

)
.

Two-mode SR Code

In a GKP-SR code, the encoding Gaussian unitary is composed of three single-
mode squeezing operations and a two-mode SUM gate, leading to the overall sym-
plectic transform

E =




κ/G 0 0 0
0 G/κ 0 −G
G 0 G/κ 0
0 0 0 κ/G


 , (5.41)

which is parameterized by κ and G. The decoding procedure is similar to the GKP-
TMS code, where a linear estimator is devised and a displacement operation is
applied on the data mode accordingly, leading to the output noise PDFs as

Q(2)(x) =
∑

n∈Z
bn Fκσ1/G(x+ κσ1/σ2

√
2πn), (5.42a)

P (2)(x) =
∑

n∈Z
bn Fκσ1/G(x+ κ

√
2πn), (5.42b)

where

bn =

∫ (n+ 1
2
)
√
2π

(n− 1
2
)
√
2π

dzFGσ2/κ(z), (5.43)

κ2 =

(√
G8σ4

1 + 4G4σ24 −G4σ2
1

)
/2σ2

2. (5.44)

The κ is chosen to balance the variances of each Gaussian peak to κσ1/G in the
noise PDF. Note that when G→ 0, we have E → I approaches the identity, which
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corresponds to no error-correction. The variances of the output noise after error-
correction can be obtained as

σ2
L,q = (κσ1/G)

2 +
∑

n∈Z
b2n(κσ1/σ2)

22πn2, σ2
L,p = (κσ1/G)

2 +
∑

n∈Z
b2nκ

22πn2. (5.45)

Similar to the GKP-TMS code, here we optimize the parameter G to obtain the
minimum average noise σ⋆

L. When both σ1 and σ2 are small, asymptotically we have

σ⋆
L
2 ≈ 4σ̄4

π
ln

[
π3/2

2σ̄4

]
+

4σ̄4

π
ln

(
σ2
1 + σ2

2

2σ2
1

)
, (5.46)

which is identical to Eq. (5.40) in the leading-order, up to a next-order correction
that disappears when σ1 = σ2. When σ1 ̸= σ2, while to the leading-order the GKP-
TMS code is symmetric between the two channels, the GKP-SR code is asymmetric:
Eq. (5.46) shows that we will choose the order σ2 ≤ σ1 to minimize σ⋆

L—we want to
use the less noisy channel for GKP ancilla, in contrary to the GKP-TMS code.
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Figure 5.4: Contours of the error-correction ratio σ⋆
L/min[σ1, σ2] for (a) GKP-

two-mode squeezing code and (b) GKP-squeezing-repetition code. The end points
marked by the red crosses are σ1 = σ2 ≃ 0.56 for (a) and σ1 = σ2 ≃ 0.41 for (b).

The performance of TMS code and SR code in the two mode case are shown in
Fig. 5.6. These plots show the ratio σ⋆

L/min(σ1, σ2) versus the input STDs σ1, σ2.
In Fig. 5.4(a) and (b), the asymptotic results (cyan curves) agree well with the
numerical results. The agreements are good when both σ1 and σ2 are small as
expected from the asymptotic analysis σ1, σ2 → 0.

Concatenated TMS Code

A common technique in QEC code design is concatenation—each element in a
single error-correction circuit layer can be further error-corrected by another layer
of circuit, and thereby the noise is further suppressed. As the number of concatena-
tion layers increases, the logical noise can usually be reduced to an arbitrary small
amount. Fig. 5.6(a) shows the (u+ 1)-th layer of encoding, where a two-mode code

is applied on the logical mode at the u-th layer (with noise STD σ
(u)
L ) and another
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GKP ancilla mode (with noise STD σu). Thereby, one can further reduce the aver-

age noise STD to σ
(u+1)
L .

For concatenated TMS code with linear decoder, it can be shown that the output
PDF is a sum of Gaussian functions by mathematical induction. At the (u + 1)-th

layer, the noises are independent random variables (ξ
(1)
q , ξ

(1)
p , ξ

(2)
q , ξ

(2)
p ), which corre-

spond to the new mode introduced and a second mode from the u-th layer. The
new mode has a Gaussian noise PDF

Q(ξ(1)q ) = P (ξ(1)p ) = Fσu(ξ
(1)
q,p).

By mathematical induction, we suppose the second mode from the u-th layer has a
PDF as a sum of Gaussian functions

Q(ξ(2)q ) = P (ξ(2)p ) =
∑

k∈Z
bkFσ(u)(ξ(2)q,p + tk), (5.47)

where Fσ(·) is the PDF of a zero-mean Gaussian distribution with STD σ and∑
k∈Z bk = 1 are normalized. We also assume that the coefficients are symmetric

bk = b−k, tk = −t−k.

Following the same procedures of the two-mode squeezing code with heterogeneous
independent noises, we have the joint PDF of q and p

P12(ξ) = Fσu(ξ
(1)
q )Fσu(ξ

(1)
p )

∑

k1,k2∈Z
bk1bk2Fσ(u)(ξ(2)q + tk1)Fσ(u)(ξ(2)p + tk2),

P ′12(z) = P12(Sξ) = Fσu(
√
Gz(1)q +

√
G− 1z(2)q )Fσu(

√
Gz(1)p −

√
G− 1z(2)p )×

∑

k1,k2∈Z
bk1bk2Fσ(u)(

√
G− 1z(1)q +

√
Gz(2)q + tk1)Fσ(u)(−

√
G− 1z(1)p +

√
Gz(2)p + tk2).

By separating q and p and reformulating them, we are able to find the estimators
of z

(1)
q and z

(1)
p in terms of the second mode.

P ′12,q(z
(1)
q , z(2)q ) =

∑

k∈Z
bkFσu(

√
Gz(1)q +

√
G− 1z(2)q )Fσ(u)(

√
G− 1z(1)q +

√
Gz(2)q + tk),

(5.48a)

P ′12,p(z
(1)
p , z(2)p ) =

∑

k∈Z
bkFσu(

√
Gz(1)p −

√
G− 1z(2)p )Fσ(u)(−

√
G− 1z(1)p +

√
Gz(2)p + tk).

(5.48b)

Eq. (5.48a) can be reformulated to:

P ′12,q(z
(1)
q , z(2)q ) =

∑

k∈Z
bk

1

2πσuσ(u)
exp

{
−Gσ(u)2 + (G− 1)σ2

u

2σ2
uσ

(u)2

[
z(1)q +

√
G(G− 1)(σ2

u + σ(u)2)

(G− 1)σ2
u +Gσ(u)2

(
z(2)q +

σ2
u√

G(σ2
u + σ(u)2)

tk

)]2
 exp

{
− (z

(2)
q +

√
Gtk)

2

2
[
(G− 1)σ2

u +Gσ(u)2
]
}
.

(5.49)
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We choose the linear estimator by MLE on the main peak of Eq. (5.49),

z̄(1)q = −AqR√2π
(
z(2)q

)
,

z̄(1)p = AqR√2π
(
z(2)p

)
,

(5.50)

where we have introduced the following notations to make things more compact,

Aq =

√
G(G− 1)(σ2

u + σ(u)2)

(G− 1)σ2
u +Gσ(u)2

, (5.51a)

σ(u+1) =
σuσ

(u)

σ3
, (5.51b)

σ3 =
√

(G− 1)σ2
u +Gσ(u)2 . (5.51c)

After the correction, the additive noise of q is a sum of two random variables

ξ′q = z(1)q − z̄(1)q = z(1)q + AqR√2π
(
z(2)q

)
,

Q(ξ′q) =

∫ ∞

−∞
dz(1)q

∫ ∞

−∞
dz(2)q P ′12,q(z

(1)
q , z(2)q )

× δ
[
ξq − z(1)q − AqR√2π(z

(2)
q )
]
.

Finally we have the PDF for ξ′q:

Q(ξ′q) =
∑

k,ℓ∈Z

[
bk

∫ (ℓ+ 1
2
)
√
2π

(ℓ− 1
2
)
√
2π

Fσ3(z3 +
√
Gtk) dz3

]

× Fσ(u+1)

[
ξ′q + Aq(

√
2πℓ+

σ2
u√

G(σ2
u + σ(u)2)

tk)

]

≡
∑

k,ℓ∈Z
bk,ℓFσ(u+1)

(
ξ′q + tk,ℓ

)
. (5.52)

Similarly, the PDF for ξ′p is given by:

P (ξ′p) =
∑

k,ℓ∈Z

[
bk

∫ (ℓ+ 1
2
)
√
2π

(ℓ− 1
2
)
√
2π

Fσ3(z3 +
√
Gtk) dz3

]

× Fσ(u+1)

[
−ξ′p + Aq(

√
2πℓ+

σ2
u√

G(σ2
u + σ(u)2)

tk)

]

≡
∑

k,ℓ∈Z
bk,ℓFσ(u+1)

(
ξ′p − tk,ℓ

)
. (5.53)

From the assumption in Eq. (5.47), we see that bk,ℓ = b−k,−ℓ and tk,ℓ = −t−k,−ℓ.
Therefore the PDFs after the (u + 1)-round are still symmetric. The Q(ξ′q) and
P (ξ′p) have the same form of function. And the function is a sum of Gaussian
functions. As we know at the bottom layer, the assumption of Eq. (5.47) is true;
therefore, by induction we have proven that in all layers, the PDFs satisfy the
form in Eq. (5.47). Let us perform asymptotic analyses by assuming σu ≫ σ(u).
This is usually a good approximation after the first layer of concatenation. Then
σ(u+1) ≈ σ(u)/

√
G− 1. The leading term σ(u+1) decreases with σ(u). By induction,
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we should expect the order (n, n − 1, ..., 3, 1, 2) works well. Note that in the first
layer, (1, 2) is better than (2, 1). Next we show that the QEC code reduces the noise
to a level of σ(u+1) ∼ ∏u

k=0 σu asymptotically. On the one hand, we would like to
take σ3 = c

√
2π for c≪ 1 so that the integral in Eq. (5.52) takes most of its values

around the origin. On the other hand, the smaller σ3, the larger σ(u+1) is. Thus σ3
is bounded and σ(u+1) = σ(u)σu/(c

√
2π) ∼ σ(u)σu after optimizing G. By induction,

it is expected that σ(u+1) ∼∏u
k=0 σu.

Concatenated SR Code

The update rule of the noise characters at each layer for the GKP-SR code with
linear decoder is obtained with similar derivation. In particular, it can be shown that
the noise after an arbitrary number of error-correction layers has a PDF composed
of a sum of Gaussian functions. Let’s first start with the symplectic transform of
the GKP-SR code. As shown in Fig. 5.5, the corresponding symplectic transform of

(a) (b)

Figure 5.5: Schematic plots. (a) Encoding of the GKP-SR code. (b) The model of
two channels.

the unitary Û is

S =




κ
Gu+1

0 0 0

0 Gu+1

κ
0 −Gu+1

Gu+1 0 Gu+1

κ
0

0 0 0 κ
Gu+1


 . (5.54)

We prove the conclusion by mathematical induction. Consider the (u + 1)-th layer
of error-correction, where the noise input from the u-th layer has its PDF composed
of a sum of Gaussian distributions, i.e.,

P
(u)
2

(
ξ(2)q , ξ(2)p

)
= Q(u)(ξ(2)q )× P (u)(ξ(2)p ),

Q(u)(ξ(2)q ) =
∑

k∈Z
b
(u)
k,q Fσ(u)(ξ(2)q − t

(u)
k,q),

P (u)(ξ(2)p ) =
∑

k∈Z
b
(u)
k,p Fσ(u)(ξ(2)p − t

(u)
k,p),

where Fσ(·) is the zero-mean Gaussian PDF with STD σ. We have assumed the

q and p quadratures can in general have different means {t(u)k,q} and {t(u)k,p}. The

superposition coefficients b
(u)
n,q and b

(u)
n,p of the quadratures can be different. Here we
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will also assume the symmetry in the mathematical induction

b
(u)
k,q = b

(u)
−k,q, t

(u)
k,q = −t(u)−k,q, (5.56a)

b
(u)
k,p = b

(u)
−k,p, t

(u)
k,p = −t(u)−k,p, (5.56b)

for k = 0,±1,±2, · · · . Note that

t
(u)
0,q = t

(u)
0,p = 0. (5.57)

In the (u + 1)-th layer, we introduce an additional mode, which goes through an

AWGN channel with variance σ2
u. The PDF of the additional noise (ξ

(1)
q , ξ

(1)
p ) is

therefore

P1

(
ξ(1)q , ξ(1)p

)
= Fσu

(
ξ(1)q

)
× Fσu

(
ξ(1)p

)
.

This results in the overall noise PDF as a product

P12

(
ξ⃗
)
= P1

(
ξ(1)q , ξ(1)p

)
× P

(u)
2

(
ξ(2)q , ξ(2)p

)
.

From the noise transformation z⃗ = S−1ξ⃗, before the measurement the joint noise
PDF can be obtained from

P ′12 ( z⃗ ) = P12 ( Sz⃗ )

= Fσu

(
κ

Gu+1

z1

)
Fσu

(
Gu+1

κ
z2 −Gu+1z4

)
×

∑

k1∈Z
b
(u)
k1,q

Fσ(u)(Gu+1z1 +
Gu+1

κ
z3 − t

(u)
k1,q

)×
∑

k2∈Z
b
(u)
k2,p

Fσ(u)(
κ

Gu+1

z4 − t
(u)
k2,p

).

It can be seen from the above equation that at the output side, z1 only correlates
with z3 and z2 only correlates with z4. We may write the joint PDFs of position
and momentum separately, for example,

P ′12,q(z1, z3) = Fσu(
κ

Gu+1

z1)
∑

k=0,±1,···
b
(u)
k,q Fσ(u)(Gu+1z1 +

Gu+1

κ
z3 − t

(u)
k,q)

=
1

2πσuσ(u)
b
(u)
0,q exp

{
−1

2

{
1

σ2
3

[z1 + Aqz3]
2 +

1

σ2
4

(z3)
2

}}
(5.58a)

+
1

2πσuσ(u)

∑

k=±1,···
b
(u)
k,q exp

{
−1

2

{
1

σ2
3

[
z1 + Aq(z3 −

κ

Gu+1

t
(u)
k,q)

]2

+
1

σ2
4

(z3 −
κ

Gu+1

t
(u)
k,q)

2

}}
. (5.58b)

Here we have introduced the notations

σ3 ≡
Gu+1σuσ

(u)

√
κ2σ(u)2 +G4

u+1σ
2
u

, σ4 ≡
√
κ2σ(u)2 +G4

u+1σ
2
u

Gu+1

, Aq ≡
G4

u+1σ
2
u

κ(κ2σ(u)2 +G4
u+1σ

2
u)
.

(5.59)
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We have separated the PDF into two parts, the first part is the main peak in
Eq. (5.58a), and the second part is the rest of the peaks in Eq. (5.58b). To correct
error, we measure the GKP state of the second mode to infer about the noises z3, z4,
from which we produce estimates of z1, z2 and the corresponding corrections on the
noise of the first mode. Denote the measurement results z̃3, z̃4. Let’s focus on the
main peak in Eq. (5.58a), the linear estimation give

z̄1 = −Aqz̃3. (5.60)

It turns out that choosing this estimator will also simplify the update rule signif-
icantly. Considering the ambiguity in the measurement result z̃3 due to the GKP
state, after applying a displacement −z̄1 to reduce the noise, we have the residual
noise

ξ′q = z1 − z̄1 = z1 + AqR√2π(z3).

The PDF of the position quadrature of the output in the (u + 1)-th layer is given
by

Q(u+1)(ξ′q) =

∫ ∞

−∞
dz1

∫ ∞

−∞
dz3P

′
12,q(z1, z3)× δ

[
ξ′q − z1 − AqR√2π(z3)

]

=
∑

k,ℓ∈Z
b
(u)
k,qFσ3

(
ξ′q + Aq(ℓ

√
2π − κ

Gu+1

t
(u)
k,q)

)

×
∫ (ℓ+ 1

2
)
√
2π

(ℓ− 1
2
)
√
2π

dz3Fσ4(z3 −
κ

Gu+1

t
(u)
k,q).

Note that if one does not choose this estimator in Eq. (5.60), then in the above
equation, one will have additional cross terms as ξ′qz3. This coupling leads to non-
Gaussian function of ξ′q in general. The output PDF can be calculated in a similar
way using the mean value of the main peak as

P (u+1)(ξ′p) =
∑

k,ℓ∈Z
b
(u)
k,p F κσu

Gu+1

(
ξ′p − κℓ

√
2π
)
×
∫ (ℓ+ 1

2
)
√
2π

(ℓ− 1
2
)
√
2π

dz3FGu+1σ
(u)

κ

(
z3 −

Gu+1

κ
t
(u)
k,p

)
.

The κ is choosen to balance the variances of the main peaks of both quadratures:

κσu
Gu+1

=
Gu+1σuσ

(u)

√
κ2σ(u)2 +G4

u+1σ
2
u

⇒ κ2 =

√
G8

u+1σ
4
u + 4G4

u+1σ
(u)4 −G4

u+1σ
2
u

2σ(u)2
. (5.61)
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With this choice of κ, the PDFs are simplified to the following,

Q(u+1)(ξ′q) =
∑

k,ℓ∈Z
b
(u)
k,q F κσu

Gu+1

[
ξ′q + κ

σu
σ(u)

(ℓ
√
2π − κ

Gu+1

t
(u)
k,q)

]

×
∫ (ℓ+ 1

2
)
√
2π

(ℓ− 1
2
)
√
2π

dz3FGu+1σ
(u)

κ

(z3 −
κ

Gu+1

t
(u)
k,q)

≡
∑

k′∈Z
b
(u+1)
k′,q Fσu+1(ξ

′
q − t

(u+1)
k′,q ),

P (u+1)(ξ′p) =
∑

k,ℓ∈Z
b
(u)
k,p F κσu

Gu+1

(
ξ′p − κℓ

√
2π
)
×
∫ (ℓ+ 1

2
)
√
2π

(ℓ− 1
2
)
√
2π

dz3FGu+1σ
(u)

κ

(z3 −
Gu+1

κ
t
(u)
k,p)

≡
∑

k′∈Z
b
(u+1)
k′,p Fσu+1(ξ

′
p − t

(u+1)
k′,p ).

(5.62)

We indeed see that the PDFs of both quadratures on the (u+1)-th layer of error cor-
rection are composed of a sum of Gaussian functions. The new set of Gaussian func-
tions have an identical STD σu+1 = κσu/Gu+1, but different means {t(u+1)

k′,q }, {t(u+1)
k′,p }

and weights {b(u+1)
k′,q }, {b(u+1)

k′,p }. We can reorder the Gaussian functions into the fol-
lowing series,

b
(u+1)
(k,ℓ),q = b

(u)
k,q

∫ (ℓ+ 1
2
)
√
2π

(ℓ− 1
2
)
√
2π

dz3FGu+1σ
(u)

κ

(z3 −
κ

Gu+1

t
(u)
k,q),

t
(u+1)
(k,ℓ),q = −κ σu

σ(u)
(ℓ
√
2π − κ

Gu+1

t
(u)
k,q),

b
(u+1)
(k,ℓ),p = b

(u)
k,p

∫ (ℓ+ 1
2
)
√
2π

(ℓ− 1
2
)
√
2π

dz3FGu+1σ
(u)

κ

(z3 −
Gu+1

κ
t
(u)
k,p),

t
(u+1)
(k,m),p = κℓ

√
2π,

(k, ℓ) ⇒ k′.

(5.63)

Now that we have proven the sum of Gaussian function part, next, we show the
symmetry of Eq. (5.56a) also holds at the (u+1)-th layer, which makesQ(u+1)(ξ′q) and

P (u+1)(ξ′p) even functions. Note that the (k, ℓ) term and the (−k,−ℓ) term match

based on the given assumptions of Eq. (5.56a). To be explicit, b
(u+1)
(k,ℓ),q|p = b

(u+1)
(−k,−ℓ),q|p

and t
(u+1)
(k,ℓ),q|p = −t(u+1)

(−k,−ℓ),q|p give rise to b
(u+1)
k′,q|p = b

(u+1)
k′,q|p and t

(u+1)
k′,q|p = t

(u+1)
k′,q|p . To complete

the proof, we only need to verify that all assumptions are true at the u = 0-th round.
In that case, we have

Q(0)(ξq) = Fσ0(ξq),

P (0)(ξp) = Fσ0(ξp),

which are indeed compositions of Gaussian functions, and the main peak (the only
peak) has zero means. Also both functions are even functions. Therefore, we have
completed the proof. The update rule can be used to evaluate the overall effects
of the error correction. From the above argument, we may calculate the variance
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of Q(u+1)(ξq) and P (u+1)(ξp) in terms of σu, σ
(u) and Gu+1 easily since they are

zero-mean.

Var(u+1)
q = (

κσu
Gu+1

)2 +
∑

n

b(u)n,q

(
t(u)n,q

)2
,

Var(u+1)
p = (

κσu
Gu+1

)2 +
∑

n

b(u)n,p

(
t(u)n,p

)2
.

(5.64)

Similar to the TMS code with heterogeneous independent AWGN, we derive the
asymptotic curves for SR code in the same way. In the case of n = 2, the PDFs in
both channels are exactly Gaussian. Let the STD be σ1 for the channel transferring
data mode and σ2 for ancilla mode. Therefore, Eqs.(5.62) reduce to:

Q(ξ′q) =
∑

n∈Z
bnFσ(2)(ξ′q − κ

σ1
σ2
n
√
2π), (5.65)

P (ξ′p) =
∑

n∈Z
bnFσ(2)(ξ′p − κn

√
2π), (5.66)

where σ(2) = κσ1/G and bn =
∫ (n+ 1

2
)
√
2π

(n− 1
2
)
√
2π
FGσ2/κ(x) dx. From Eq. (5.61), whenG≫ 1,

κ ≈ σ2/σ1. Let’s take the sum over n = 0,±1 to obtain the asymptotic result. Since
b±1 ≈ Erfc (

√
π/2Gσ1) /2, using our definition for the total output noise we have:

2σ2
L ≡ Varp +Varq

=
2σ2

1σ
2
2

G2σ2
1

+ 2π

(
1 +

σ2
2

σ2
1

)
Erfc

( √
π

2Gσ1

)
. (5.67)

Let x = 1/G2σ2
1, then we need to solve the minimization of the function

f(x) = σ2
1σ

2
2x+ 2π

(
1 +

σ2
2

σ2
1

)
Erfc

(√
πx

2

)
.

We find the optimum x∗ by fixing the derivative to be 0 and then get the approximate
value by solving the equation iteratively.

x∗ =
4

π
ln

[ √
π

4σ2
1σ

2
2/(1 + σ2

2/σ
2
1)
√
x∗

]

≈ 4

π
ln

[
π3/2

4σ2
1σ

2
2/(1 + σ2

2/σ
2
1)

]
.

Therefore, we have the approximate σ2
L and also the asymptotic curves for σL = tσ2

as

σ2
L ≈ 4σ2

1σ
2
2

π
ln

[
π3/2

4σ2
1σ

2
2/(1 + σ2

2/σ
2
1)

]
, (5.68)

t2 =
4σ2

1

π
ln

[
π3/2

4σ2
1σ

2
2/(1 + σ2

2/σ
2
1)

]
. (5.69)

The performance of the concatenated codes is shown in Fig. 5.6. Fig. 5.6(a) shows
the (u + 1)-th layer of encoding, where a two-mode code is applied on the logical

mode at the u-th layer (with noise STD σ
(u)
L ) and another GKP ancilla mode (with
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Figure 5.6: (a) Schematic of the concatenation of codes. (b-d) The corrected noise
STD σ⋆

L vs σ̄ in a logarithmic scale. The number of modes equals two (b), three (c)
and four (d). Asymptotic results (black solid lines) are obtained from Eq. (5.71) for
comparison. The black dashed lines show the scaling of σ⋆

L ∼ σ̄n, with n = 2, 3, 4 in
(b)(c)(d). The lower bound (gray solid lines and stars) comes from Ineq. (5.31).

noise STD σu). Thereby, one can further reduce the average noise STD to σ
(u+1)
L .

For example, in the initial layer (u = 2), the mode with noise STD σ
(2)
L ≡ σ1 is

encoded with a mode with noise STD σ2; after the error-correction, the reduced

noise has a variance
(
σ
(3)
L

)2
≃ υ(σ2

1, σ
2
2) to the leading-order, as given in Eq. (5.40).

Naively, one can simply use Eq. (5.40) recursively to obtain the leading-order logical
noise in multiple layers of error-correction. For example, for the three-mode case of
u = 4 with σ1, σ2 at the bottom layer, we have

σ
(4)
L

2 ≃ υ
(
σ2
3, σ

(3)
L

2
)
≃ υ

(
σ2
3, υ

(
σ2
2, σ

2
1

))

=
16σ̄6

π2
ln

(
π3/2

2σ2
1σ

2
2

)
ln

[
π5/2

8σ̄6
/ ln

(
π3/2

2σ2
1σ

2
2

)]
, (5.70)

which is not symmetric between σℓ’s. Therefore, an optimization over the different
orders of the noisy channels in the encoding is necessary. To obtain a qualitative
understanding, we consider a rough estimation using the geometric mean σ̄.

σ
(u)
L

2 ≃ υ(σ2
u−1, σ

(u−1)
L

2
), u ≥ 3, (5.71)
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which is exact to the leading-order for the special case of u = 3. In Fig. 5.6,
Eq. (5.71) is shown as the solid black curves for comparison. It verifies the scaling
σ(u) ∼ σ̄u−1 when the noise STDs are small.
However, things are more complicated due to the non-Gaussian noise PDF. In the
two-mode case, the initial displacement noise PDF is Gaussian, and becomes non-
Gaussian after a single layer of error-correction. Therefore, a more accurate analysis
is necessary to evaluate the performance of a concatenated code design. Formally, for
the noise model described by Eq. (5.29), an n-layer concatenation of the two-mode
codes is described by two vectors. First, the set of parameters G = (G1, · · · , Gn−1)
determines the encoding operations. Second, a permutation vectorΠ = (P1, · · · , Pn)
denotes the order of channels {Φσ2

ℓ
}nℓ=1 being utilized: at the u-th layer, the addi-

tional mode goes through the channel Φσ2
Pu
. Without loss of generality, we consider

the noises in the channels to be ordered from small to large as σ1 ≤ σ2 · · · ≤ σn.
For example, the reverse order Π = (n, n − 1, · · · , 3, 2, 1) describes the following
procedure: the mode at the bottom layer experiences the the least noisy channel
Φσ2

1
, and then after the encoding with all other modes layer by layer, interacts with

the data mode that goes through the most noisy channel Φσ2
n
as indicated by the

case of Fig. 5.6(a).
With the encoding specified above, after performing the displacement based on es-
timators similar to the two-mode case, it turns out that the residue noise PDF is a
symmetric sum of Gaussian functions. For the GKP-TMS code, the PDFs of both
quadratures at the (u+ 1)-th layer are identical,

P (ξ′) =
∑

k,ℓ∈Z
bk,ℓFσ(u+1) (ξ′ − tk,ℓ) , (5.72)

where the parameters bk,ℓ, σ
(u+1) and tk,ℓ depend on parametersG andΠ. Therefore,

we can keep track of the noise PDF efficiently, via a recursion.
For a concatenated scheme over the noise model in Eq. (5.29), we can choose the

parameter G and the order Π of the n channels to minimize the output noise STD

σL (G,Π) =

√
(σ(n+1))

2
+
∑

k,ℓ∈Z
bk,ℓt2k,ℓ. (5.73)

for the GKP-TMS code or a similar formula for the GKP-SR code. For n channels,
there are n! choices of orders. For each order Π, we may optimize the parameter G
through a multi-parameter global optimization to obtain σ⋆

L(Π) = minG σL (G,Π).
Alternatively, one can adopt a greedy strategy: at the u-th layer (3 ≤ u ≤ n + 1)
one minimizes σ(u) over a single parameter Gu−2 at this layer. We denote the greedy
minimum as σ∗L(Π). Overall, a global scheme involves a joint optimization problem
of n − 1 parameters; while the greedy scheme only involves a single-parameter op-
timizing problem for n− 1 times. To understand the performance of the codes, we
numerically evaluate the variances for random samples. We have considered random
samples of three types—“realistic”, “asymptotic” and “mixed”—to incorporate the
generic properties of noises. The realistic samples take all log10 (σs) uniform in range
[−2,−0.7] to represent cases that are practically relevant; the asymptotic samples
take all log10 (σs) uniform in range [−3,−2] to probe the asymptotic performances;
while the mixed samples take log10 (σs) uniform in each of the three different ranges:
[−4,−3], [−3,−2] and [−2,−1], to represent the case where noises are very different
across the different channels.
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Figure 5.7: Average relative ratios σ⋆
L(Π)/minΠ σ

⋆
L(Π) versus permutation Π for

GKP-TMS and GKP-SR codes with three and four modes. The data set σi is
generated randomly.
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Now we further look into the global minimized noise σ⋆
L(Π) as a function of

the order Π. For example, using random samples, we calculate their relative ratios
of σ⋆

L(Π)/minΠ σ
⋆
L(Π) for each permutation Π. To represent the general case, we

take the sample average for each permutation and plot the average relative ratios in
Fig. 5.7. Although fluctuations occur among some permutations, an average value
close to or equal to unity indicates an optimal permutation. For the 4-mode cases
in Fig. 5.7 (d), the relative ratios are generally greater when the most noisy channel
is put on the bottom, such as orders 1, 3, 7 and 13. While relative ratios are smaller
when the least noisy channel is put on the bottom, such as orders 12, 18 and 24.
We see that in most cases the reverse order Π = (n, n− 1, · · · , 2, 1) gives a relative
ratio of unity, therefore is the optimal order of permutation in most cases being
considered, for both GKP-TMS and GKP-SR codes. After the global optimization
of the encoding parameter G, the differences between permutations are generally
small, typically less than one order of magnitude, considering that the noise can be
suppressed to many orders of magnitude smaller than the original noise. Indeed,
suppose one optimizes over the entire Gaussian encoding unitary ÛE,0 in Fig. 5.3,
the permutations of the noisy channels will not affect the overall performance, as
Gaussian unitary enables the arbitrary swapping between modes. Below, we give
some intuition about the different permutations.

For the two-mode case of the GKP-TMS code, the numerical results show that
the order Π = (1, 2) works better than the other order Π = (2, 1). This is caused by
effects from the side peaks beyond the main Gaussian peak in the noise distributions.
As to multi-mode concatenation, because σu ≫ σ(u) is true after the first layer,
we can ignore the effects of side peaks in the noise distribution of higher-order
concatenations i.e., σ

(u+1)
L ≈ σ(u+1), then σ

(u+1)
L ≈ σ(u+1) ≈ σ(u)/

√
G− 1 as shown

in last paragraph of Section 5.3.2. So we prefer to put the less noisy channel on
the bottom. Intuitively, the order Π = (n, n − 1, · · · , 1, 2) should work better.
Indeed, although the reverse order has good performances, the orders (3, 1, 2) and
(4, 3, 1, 2) are in fact as good as, if not slightly better than, the reverse orders
(3, 2, 1) and (4, 3, 2, 1) respectively. At the bottom layer, one can utilize the order
(1, 2) identical to the two-mode case; while for the higher-order layers, the non-
Gaussian distribution complicates the situation and the reversed orders turn out to
have better performances.

For the two-mode case of the GKP-SR code, the numerical results show that the
order Π = (2, 1) works better. Similarly, for higher orders, if we ignore the effects of

side peaks, we have σ
(u+1)
L ≈ σ(u+1) ≈ σ(u)/G. So the orderΠ = (n, n−1, · · · , 2, 1) is

expected to work better intuitively. Since our asymptotic analysis does not include
the effect of side peaks after the first layer, when the differences between σ’s are
small, other orders may work as good or even slightly better sometimes.
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5.3.3 Mode-wise Decomposition and MMSE Estimation

In the previous sections, we introduced concatenated codes for heterogeneous
noises. However, if the noises are homogeneous, i.e., σ1 = . . . = σn, the code may be
significantly simplified. In this section, we derive the optimal oscillator-to-oscillator
codes within the GKP stabilizer codes for homogeneous noises. An arbitrary GKP-
stabilizer code is effectively simplified to a generalized GKP two-mode-squeezing
(TMS) code.

The optimal encoding strategy minimizes the geometric mean error, achieved
through GKP-TMS codes with optimized GKP lattices and TMS gains. In the
decoding phase, the minimum mean square error (MMSE) estimator is utilized. It
outperforms the linear estimator by minimizing residual noise on data modes more
effectively. While linear estimation leads to a break-even point of additive noise at
σ⋆
lin ∼ 0.558, MMSE estimation pushes this threshold to σ⋆

MMSE = 0.605(5). This
value is at the edge of the best break-even region for arbitrary GKP codes, which
ranges from 0.607 to 0.707, as derived from our quantum capacity analyses.

In the single-mode data and ancilla scenario, the optimal code design for min-
imizing geometric mean error is efficiently solvable. Numerical evidence suggests
that a hexagonal GKP lattice is optimal, surpassing the previously favored square
lattice. The multimode case presents more complex challenges in identifying the
optimal lattice. For two-mode data and ancilla, the D4 lattice—a 4-dimensional
dense-packing lattice—proves superior to direct product of 2-dimensional lattices.
This indicates that high-dimensional lattices potentially offer better performance
than low-dimensional ones in GKP-stabilizer codes.

Besides the results on the optimal code design, the code reduction also al-
lows us to prove a more general version of the no-threshold-theorem of Ref. [63],
where the original proof relies on explicit maximum likelihood error decoder based
on GKP-type syndrome information. Our proof is based on a simple, classical
information-theoretical argument; moreover, our no-threshold-theorem applies to all
GKP-stabilizer codes, and more generally, even when the GKP ancilla are replaced
by general non-Gaussian states.

Reduction of Encoding for iid Channel

Lemma 43 By local symplectic transform Λd and Λa, a multi-mode pure Gaussian
state is generated by two-mode squeezings.

SS⊤ = (Λd ⊕Λa)[⊕k
i=1SGi

⊕ I2N−4k](Λd ⊕Λa)
⊤. (5.74)

The proof of the mode-wise entanglement is provided in Ref. [64]. We can apply the
lemma to the iid AGN channel. Because after some encoding S, the channel has
noise given by covariance matrix V = σ2S−1S−⊤. In other words, we can decompose
a general GKP-stabilizer code into TMS operations and local symplectic operations;
see Fig. 5.8 (a-b) for a visual aid of the lemma for the k = N/2 case. The local
Gaussian unitary UΛd

and its inverse are applied on the data modes, while the local
Gaussian unitary UΛa and its inverse are applied on the ancilla modes. Consequently,
the encoding and decoding can be taken as simple product of TMS operations.

The above lemma reduces the number of parameters in code description from
2n2 to 2k2+2(n−k)2 in the leading order. In fact, as we will explain later, coherent
data processing (via Λd) only reshapes the residual noise; it does not aid in error



110

correction. Hence a further reduction to 2(n − k)2 is permissible. Moreover, the
generally multimode entangling operations between data and ancilla are now given
by standard TMS operations with N to-be-determined gain parameters Gi.
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Simplified data processing
(Theorem 2)

≡ TMS⊗(L′)

Figure 5.8: Illustration of GKP-stabilizer code reduction (here, M = N). (a) A
general GKP-stabilizer code with encoding Senc and an ancillary GKP lattice L.
The syndromes s are extracted from stabilizer measurements on the ancillary lattice
L and inform the corrective displacements on the data Df(s). (b) Reduction of the
GKP stabilizer code to a set of TMS operations between the data and ancilla modes,
up to local symplectic transformations Λd and Λa. (c) Coherent data processing via
Λd does not change the performance of the code. Acting on the initial ancillary
lattice L by a symplectic transformation Λa produces another lattice L′. Thus, a
general GKP-stabilizer code reduces to a direct product of TMS codes with a GKP
ancillary lattice L′, TMS⊗(L′).

Lemma 44 (Sufficiency of TMS⊗(L)) For an iid AGN channel, in terms of the
geometric mean error after the error correction, 2N

√
det[Vout], on the data modes,

the most general GKP-stabilizer code can be completely reduced to a direct product of
TMS codes with a general (potentially multimode) ancillary lattice state L, defined
as TMS⊗(L).
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Proof. Lemma 44 is a consequence of Lemma 43, together with the fact that (1)
a local symplectic transformation Λa on the initial ancillary lattice L defines a new
lattice L′ and (2) coherent pre- and post-processing of the data modes do not increase
code performance. To show (2), using the geometric mean σ̄2

GM = 2N
√
det[Vout] as

a performance metric, first observe that we can push data noise processing via
Λ−1d after the corrective displacement Df by simply redefining our error estimator
f ′ ≡ Λdf , i.e., Df ◦ UΛ−1

d
= UΛ−1

d
◦DΛdf . Just after corrective displacements (but

prior to data processing), the residual error covariance matrix on the data modes
is Vout and transforms to V ′out = Λ−1d VoutΛ

−⊤
d after data processing. However,

the geometric mean is invariant under symplectic transformations; in other words,
det[V ′out] = det[Vout]. Thus, the performance of the code (as quantified by the
geometric mean error) only depends on the gain parameters of the TMS operations,
the ancillary lattice state, and the error estimator for corrective displacements—not
on Λd.

We note that the reduction does not work for non-pure Gaussian state or hetero-
geneous Gaussian noise. In general, we need to consider the whole symplectic group.
Next, a few examples of code reductions (consequences of Lemma 43) are provided
by specifying the local symplectic matrices Λd and Λa discussed in Lemma 43.

In the two-mode case, we reduce the GKP-squeezed-repetition code, S
[2]
Sq−Rep, to

a GKP-TMS code. The local symplectic transform Λd is a single-mode squeezer
Λd = diag( 4

√
2λ, 1/ 4

√
2λ) and Λa = Λ−1d . Applying Λa and Λd, we obtain TMS with

gain G = (
√
2 + 1)/2. Hence, the two-mode squeezed repetition code is equivalent

to a TMS code of fixed gain G = (
√
2+ 1)/2 and an ancilla rectangular GKP (with

dimensions specified by the squeezing parameter λ).
Consider one data mode and two ancilla modes. We can show that a downward
staircase concatenation of the TMS code Sdwn

G1,G2
= (I2 ⊕ SG2)(SG1 ⊕ I2) is equiva-

lent to an upward staircase concatenation Sup
Ga,G12

= (SG12 ⊕ I2)(I2 ⊕ SGa) with to
be determined gains Ga and G12. The data mode is already in normal form, hence
Λd = I2. The local symplectic transform on the ancilla modes is given by an inverse
TMS transformation, Λa = S−1Ga

, with gain Ga = G2G1/(1 +G2(G1 − 1)). Applying
Λd and Λa then reduces the staircase encoding to TMS between the first and second
modes with gain G12 = 1 +G2(G1 − 1).
The three-mode squeezed-repetition code can also be reduced. The squeezed-repetition
code has encoding matrix

S
[3]
Sq−Rep =




1/λ2 0 0 0 0 0
0 λ2 0 −λ 0 0
1 0 λ 0 0 0
0 0 0 1/λ 0 −λ
λ2 0 λ3 0 λ 0
0 0 0 0 0 1/λ




; (5.75)

see Fig. 5.9(c) for a circuit diagram. By squeezing the data mode viaΛd = Sq(λ(λ2+

λ4)
1
4 ) and applying a two-mode ancilla transformation Λa, which is lengthy to show,

we end up with TMS between the first and the second mode with gain G12 =
(
√

1/λ2 + 1 + 1)/2.
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Figure 5.9: Circuit diagrams for concatenated codes. (a) General definition of a
concatenated code. Data couples to an ancilla via S(1). Adding more layers leads to
further error suppression. (b) Equivalent representation using TMS code reduction.
Most operations in a concatenated code can be done offline on the ancillae and the
ancillae can be coupled to the data at the end via TMS. (c) Example of a three mode
concatenated squeezed repetition code. (d) Example of a three mode concatenated
TMS code.

Metric of performance

On the decoding side, an inverse Gaussian unitary described by S−1enc is first ap-
plied to disentangle the data and the ancilla. Then one measures the ancilla system
to perform error correcting displacement operations Df(s) based on the measure-
ment results s. Here, f is a vector function (i.e., f : R2M → R2k) that takes the
syndromes s as input and provides an estimate for the error displacements on the
data. The corrective displacements aim to cancel the additive noise on the data.
Due to the analog nature of the errors, such a cancellation is never perfect, and
there will be residual, random displacements ξd on the output data modes.
To quantify the error correction performance, we evaluate the covariance matrix Vout

of the residue displacements ξd, despite the distribution of ξd being non-Gaussian
after decoding. Note that, prior to encoding, one may also apply a Gaussian unitary
USd

and then apply the inverse U−1Sd
after the final decoding step. Pre- and post-

processing transform the residue noise covariance matrix as S−1d VoutS
−⊤
d . Such an

operation is considered ‘free’ and should not improve the performance of the error
correction. Therefore, we consider the geometric mean (GM) error

σ̄2
GM ≡ 2N

√
detVout, (5.76)

as the figure of merit to benchmark code performance, which is necessarily invariant
under symplectic operations on the data. Moreover, the GM error has information
theoretic roots, as it relates to a lower bound on the quantum capacity for the
additive non-Gaussian noise channel of a multimode GKP code. Given the geometric
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mean error of general additive noise σ̄2
GM, the quantum capacity of the N -mode

additive noise channel CQ ≥ max
[
0, N log2

(
1

eσ̄2
GM

)]
.

As an alternative simpler metric, we also consider the root-mean-square (RMS)
error,

σ̄2
RMS ≡ Tr{Vout}

2N
. (5.77)

The RMS error is only invariant under orthogonal symplectic (e.g., linear optical)
transformations on the data. However, it is easier to evaluate and provides an upper
bound for the GM error, σ̄2

RMS ≥ σ̄2
GM.

No Threshold for Finite Squeezing

Combining the reduction of the code and the classical capacity theorem, it can
be shown that if the squeezing is finite, we cannot suppress the noise to an arbi-
trary amount. This phenomena is referred as no threshold theorem. Although the
derivation is based on the iid noises, it can be extended to heterogeneous noises by
taking σ = min{σ1, ..., σn}.
Consider iid AGN noise ξ = (ξd, ξa) for the displacement errors onN data modes and
M ancilla modes. After the encoding (and decoding) transformations Senc (S

−1
enc), the

correlated noises are (xd,xa) = S−1encξ ∼ N (0,Vx), where Vx = σ2S−1encS
−⊤
enc . Since all

encoding can be reduced to TMS up to local transformations via Lemma 43, we need
only consider Vx as a direct sum of N correlated two-mode blocks (plus an identity
block on the remaining M −N ancilla modes), which has qq and pp correlations be-
tween data and ancilla arising from two-mode squeezing (but zero qp correlations).
Therefore, to analyze general properties of the code, we can focus our attention on
one data-ancilla mode pair and one quadrature at a time. Let qai be the (2i−1)th ele-
ment of xa (where i = 1, 2, . . . , N) that is correlated with qdi of xd via TMS with gain
Gi, and let q̃di ≡ q̃di(qai) be the estimation of the data noise given knowledge of the
ancilla noise, which we can extract from, e.g., syndrome measurements. Although
perfect knowledge of the ancilla noise is not generally available, we assume that it
is in order to place an ultimate lower bound. The estimation variance of a generic
random variable X, given side information Y , is lower bounded by a function of the
conditional differential entropy S(X|Y ) via E[(X − X̃(Y ))2] ≥ exp [2S(X|Y )] /2πe.

In our current setting, S(qdi |qai) = ln
(

2πeσ2

2Gi−1

)
/2, which is limited by the finite squeez-

ing to correlate the noises. Therefore,

E
[(
qdi − q̃di

)2] ≥ σ2

2Gi − 1
. (5.78)

If the TMS has a finite squeezing level Gi, then having a larger number of ancilla
modes (or an arbitrary ancilla state) will not further help error correction. This im-
plies a universal no-threshold theorem for a wide variety of codes based on Gaussian
encoding—including but not limited to GKP-stabilizer codes.

Theorem 45 (No threshold for finite squeezing) For N data modes and arbi-
trary number of ancilla modes, the residual error for any oscillators-to-oscillators
code using Gaussian encoding is lower bounded by

Tr(Vout) ≥
N∑

i=1

2σ2

2Gi − 1
, (5.79)
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where Vout is the covariance matrix for the residual output error of the code, Gi are
the two-mode squeezing gains of the encoding after code reduction [see Lemma 43
and Lemma 44], and σ2 is the variance of the iid AGN channels.

Proof. The proof follows by summing over the individual variances (left hand side)
of Eq. (5.78), which is less than or equal to the trace of the residual output covariance
matrix, Vout. The factor of two is due to the fact that the q and p quadratures of the
ith mode contribute equally to the sum due to the structure of two-mode squeezing.

If we place a tolerance on the output error ε ≥ Tr(Vout), Theorem 45 implies
that the (average) gain G must scale as G ∼ Nσ2/ε for the error to stay below
tolerance, which is independent of the number of ancilla modes M used in the code.
Thus, we cannot make ε arbitrarily small with a finite amount of squeezing even
if we increase the number of ancilla modes; this is the essence of the no-threshold
theorem for oscillator-to-oscillator codes. The proof follows from the general code
reduction Lemma 44 (see also Lemma 43) and a simple, classical data-processing
argument. Furthermore, we do not require the ancilla modes to be prepared in GKP
states and the decoding strategy does not enter into our proof.

Minimum Mean Square Error (MMSE) estimation

To evaluate the random displacement error, we consider Minimum Mean Square
Error estimation, which is constructed to minimize the RMS error of Eq. (5.77)
(as RMS error is the square root of mean square error). The encoding symplectic
transform Senc correlates the additive noise between the data and the ancilla. Let
the covariance matrix of the AGN be Vξ. The error correlation is described by

Vx = S−1encVξS
−⊤
enc . (5.80)

The additive noise on the ancilla xa can be extracted by measuring the stabiliz-
ers of the ancilla canonical GKP states. This leads to an error syndrome s ∈
[−
√
π/2,

√
π/2]2(n−k), from which we can estimate the additive noise on the data

xd. As shown in Eq. (5.14), for a general lattice with generator matrix M , we have
s = R√2π(M

⊤Ωxa), where R√2π is the element-wise modulus of
√
2π and xa = ξ

is the random noise of the ancilla.
This error syndrome gives us some information about the random displacement

error of data xd since xd and xa are correlated by two-mode squeezing trans-
forms. The joint probability density distribution of the data and the error syndrome,
P (xd, s), is not a Gaussian distribution but a sum of Gaussian distributions. The
MMSE minimizes σ̄2

RMS in Eq. (5.77), and the estimator can be derived from the
conditional distribution P (xd|s) via fMMSE(s) =

∫
R2k dxd xdP (xd|s) leading to the

following theorem

Theorem 46 For a GKP-stabilizer code with GKP lattice state L described by gen-
erator matrix M , the minimum mean square estimation (MMSE) for an error syn-
drome s is given by

fMMSE(s)

= −
∑

n V −1d Vda(s− n
√
2π)e(

√
2πn⊤Vd|as−πn⊤Vd|an)

∑
m e(

√
2πm⊤Vd|as−πm⊤Vd|am)

, (5.81)
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where m,n ∈ Z2M sum over all integer vectors, and the matrices Vda, Vd and Va

are defined through the equation

(
Vd Vda

V T
da Va

)−1
≡ (I2N ⊕M⊤Ω)Vx(I2N ⊕ (M⊤Ω)

⊤
). (5.82)

and Vd|a = Va − V T
daV

−1
d Vda.

Proof. In the QEC protocol, the original noise covariance matrix Vξ =
⊕N+M

i=1 σ2
i I2

is transformed into

V −1x = S⊤encV
−1
ξ Senc,

via the encoding symplectic transform Senc and decoding symplectic transform S−1enc.
Let the additive noise on the data and ancilla be

xd = (x
(q)
1 , x

(p)
1 , ..., x

(q)
k , x

(p)
k )⊤, xa = (x

(q)
k+1, x

(p)
k+1, ..., x

(q)
n , x(p)n )⊤,

which are random variables following the joint distribution

P (xd,xa) = g [Vx, (xd,xa)] . (5.83)

We define the interval I ≡ [−
√
π/2,

√
π/2], and the error syndrome

s = R√2π(M
⊤Ωxa) ∈ I2k.

To get the joint distribution of xd and s, we first rewrite Eq. (5.83) as

P (xd,M
⊤Ωxa) = g

[(
Vd Vda

V T
da Va

)−1
,
(
xd,M

⊤Ωxa

)
]
,

where we have defined the covariance matrix in the block form
(
Vd Vda

V T
da Va

)−1
≡ (I2N ⊕M⊤Ω)Vx(I2N ⊕ (M⊤Ω)

⊤
). (5.84)

and used the property g(Σ,x) = g(LΣL⊤,Lx) for some invertible matrix L. From
here, the distribution of the error and syndrome can be solved as

P (xd, s) =

∫

R2M

d
(
M⊤Ωxa

)
P (xd,M

⊤Ωxa)
∑

k

δ
(
s−M⊤Ωxa − k

√
2π
)

(5.85a)

=
∑

k

g
(
(I2N ⊕M⊤Ω)Vx(I2N ⊕ (M⊤Ω)

⊤
), (xd, s− k

√
2π)
)

(5.85b)

=
∑

k

g(V −1d ,xd + V −1d Vda(s− k
√
2π))g(V −1d|a , s− k

√
2π). (5.85c)

where we sum over all vector of integers k ∈ Z2M , δ(·) is the Dirac delta function
and Vd|a = Va − V T

daV
−1
d Vda. From (5.85a) to (5.85b), we integrate over xa. From

(5.85b) to (5.85c), we adopt the block form of Eq. (5.84) and separate the joint
distribution into two parts.
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The PDF of the syndrome measurement result can be obtained by integrating
over xd,

P (s) =

∫

R2k

dxd P (xd, s) =
∑

k

g(V −1d|a , s− k
√
2π).

The PDF of the conditional distribution is therefore

P (xd|s) = P (xd, s)/P (s)

=

∑
n g
[
V −1d ,xd + V −1d Vda

(
s− n

√
2π
)]
g
(
V −1d|a , s− n

√
2π
)

∑
m g(V −1d|a , s− k

√
2π)

.

The MMSE estimator is obtained by evaluating the mean of the conditional distri-
bution

fMMSE(s) =

∫

R2k

dxd xdP (xd|s)

=
−∑n V −1d Vda

(
s− n

√
2π
)
g
(
V −1d|a , s− n

√
2π
)

∑
m g(V −1d|a , s−m

√
2π)

=
−∑n V −1d Vda

(
s− n

√
2π
)
exp
{√

2πn⊤Vd|as− πn⊤Vd|an
}

∑
m exp

{√
2πm⊤Vd|as− πm⊤Vd|am

} ,

where n,m ∈ Z2M .
Given an error syndrome s extracted from a general GKP ancilla in a QEC

protocol, the element at the ith row and jth column of the output covariance matrix
Vout for N data modes is given as

[Vout]ij =

∫

R2k

dxd

∫

I2M

ds (xd − x̃d)i×jP (xd, s)

=
∑

k

∫

I2M

ds

∫

R2k

dxd (xd − x̃d)i×jg(V
−1
d ,xd + V −1

d Vda(s− k
√
2π))g(V −1

d|a , s− k
√
2π)

=
∑

k

∫

I2M

ds

(
[V −1

d ]ijg(V
−1
d|a , s− k

√
2π) + g(V −1

d|a , s− k
√
2π)

{
x̃d +

[
V −1
d Vda(s− k

√
2π)
]}

i×j

)

= [V −1
d ]ij +

∑

k

∫

I2M

ds g(V −1
d|a , s− k

√
2π)

{
x̃d +

[
V −1
d Vda(s− k

√
2π)
]}

i×j

= [V −1
d ]ij +

∑

k

2π

∫

I2M

ds g(V −1
d|a , s− k

√
2π)

[∑
n V −1

d Vda(n− k)g(V −1
d|a , s− n

√
2π)

∑
m g(V −1

d|a , s−m
√
2π)

]

i×j

.

where we use the notation xi×j = xixj, as the product of vector component i and
j and have expanded and simplified by using the fact that

∫

R2M

dxd (xi−µi)(xj−µj)
det(Vd)

1
2

(2π)N
exp

{
−1

2
(x− τ )TVd(x− τ )

}
= [V −1

d ]
ij
+(µi−τi)(µj−τj).

The MMSE estimation exhibits a notable property: both the estimation function
and the output covariance matrix after error correction remain invariant under a
basis transform of the GKP lattice, expressed as M → MN⊤. This invariance
contrasts with the linear estimation, which depends on the choice of lattice basis.
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This unique property of the MMSE captures the fundamental nature of the lat-
tice description inherent to GKP states. Consequently, this allows for the utilization
of any basis within the lattice L(M) for effective error correction. The flexibility
afforded by the MMSE in choosing a lattice basis significantly enhances the practi-
cality and adaptability of error correction strategies.

Theorem 47 (Invariance of MMSE) Consider a generator matrix M and a change
of basis by a unimodular matrix N , which defines another generator matrix M ′ =
MN⊤. Let s = R√2π(M

⊤Ωxa) be the error syndrome and consider the MMSE
estimator x̃d (s) = fMMSE(s). Likewise, let s

′ = R√2π(NM⊤Ωxa) be the error syn-
drome in the new basis and the corresponding MMSE estimator x̃′d (s

′) = fMMSE(s
′).

Then, x̃′d (s
′) = x̃d (s) and [Vout]ij = [V ′out]ij.

While the linear estimator, given by considering only the n = 0 element in the sum
of Eq. (5.81),

fLinear(s) = −V −1d Vdas, (5.86)

and its output covariance matrix are not invariant under the change of basis.

We aim to prove the theorem through a series of step-by-step calculations. To
facilitate this, we first introduce some necessary lemmas and then proceed with the
proof.

Lemma 48 (Invariance of the joint PDF) Consider a generator matrix M and
a change of lattice basis by a unimodular matrix N , which defines another generator
matrix M ′ = MN⊤. Let s = R√2π(M

⊤Ωxa) be the error syndrome and consider
the joint PDF P (xd, s). Likewise, let s′ = R√2π(M

′ ⊤Ωxa) = R√2π(NM⊤Ωxa)
be the error syndrome in the new basis and the corresponding joint PDF P ′(xd, s

′).
Then, P ′(xd, s

′) = P (xd, s).

Proof. From properties of modulo operations, we have that

R√2π(N
−1s′) = R√2π(N

−1NM⊤Ωxa) = s,

as both N and N−1 are matrices of integers. Therefore N−1s′ = s+ℓN−1s′
√
2π for

some vector of integers ℓN−1s′ determined by N−1s′. The joint PDF for the data
xd and the error syndrome s′ in the new basis is then

P ′(xd, s
′) =

∑

k

g
{
[I2N ⊕ (NM⊤Ω)]Vx[I2N ⊕ (NM⊤Ω)

⊤
)], (xd, s

′ − k
√
2π)
}

(5.87a)

=
∑

k

g
{
[I2N ⊕ (M⊤Ω)]Vx[I2N ⊕ (M⊤Ω)

⊤
], (xd,N

−1(s′ − k
√
2π))

}

(5.87b)

=
∑

k′

g
{
[I2N ⊕ (M⊤Ω)]Vx[I2N ⊕ (M⊤Ω)

⊤
], (xd,N

−1s′ − k′
√
2π)
}

(5.87c)

=
∑

k′

g
{
[I2N ⊕ (M⊤Ω)]Vx[I2N ⊕ (M⊤Ω)

⊤
], (xd, s− (k′ − ℓN−1s′)

√
2π)
}

(5.87d)

=
∑

k′′

g
{
(I2N ⊕ [M⊤Ω)]Vx[I2N ⊕ (M⊤Ω)

⊤
], (xd, s− k′′

√
2π)
}

(5.87e)

= P (xd, s) . (5.87f)



118

(5.87a) follows directly from the Eq. (5.85c). To move from (5.87b) to (5.87c),
we use the fact that N−1 is a unimodular matrix and acting with N−1 on an
integer vector simply changes the summation index, N−1k → k′. In (5.87d), we use
N−1s′ = s+ ℓN−1s′

√
2π. And in (5.87e), we change the summation index, which is

over all integer vectors in Z2M .

Lemma 49 Given a vector s ∈ R2M , a unimodular matrix N , and a function J(s),
it follows that ∫

I2M
J(s) d

(
R√2π(Ns)

)
=

∫

I2M
J(s) ds . (5.88)

Proof. For brevity, we use the shorthand R() for the modulo function R√2π(). Given
a unimodular matrixN , the function f : s → R(Ns) is a bijection from I2M to I2M ,
as we can find the inverse function f−1 : R(Ns) → s by s = R (N−1R(Ns)). We
can then divide the region I2M into sub regionsAk =

{
x ∈ I2M |Nx− k

√
2π ∈ I2M

}
.

There are finite number of these regions since N and x are finite. Let Bk =
{f(x)|x ∈ Ak} be the image of Ak. Then x ∈ Ak is equivalent to f(x) ∈ Bk by the
bijective map” f and thus∫

I2M
J(s) d (f(s)) =

∑

k

∫

Bk

J(s) d (f(s))

=
∑

k

∫

Bk

J(s) d
(
Ns− k

√
2π
)

=
∑

k

∫

Ak

J(s) ds

=

∫

I2M
J(s) ds ,

where we use |N | = 1 from the second line to the third line.
Now, we begin the proof of the Theorem 47.

Proof. From Lemma 48, we have that P (xd, s) = P ′(xd, s
′). Since P (s) = P ′(s′),

then P (xd|s) = P ′(xd|s′) for the conditional distribution, such that

x̃′d(s
′) =

∫

R2k

dxd xdP
′(xd|s′)

=

∫

R2k

dxd xdP (xd|s)

= x̃d (s) .

Therefore, the estimators are the same under a basis change. Consider the output
covariance matrix in the new basis V ′out,

[V ′out]ij =

∫

R2k

dxd

∫

I2M
ds′ [xd − x̃′d (s

′)]i×j P
′(xd, s

′)

=

∫

R2k

dxd

∫

I2M
ds′ [xd − x̃d (s)]i×j P (xd, s)

=

∫

R2k

dxd

∫

I2M
d
(
R√2π(Ns)

)
(xd − x̃d (s))i×j P (xd, s)

=

∫

R2k

dxd

∫

I2M
ds (xd − x̃d (s))i×j P (xd, s)

= [Vout]ij.
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We have used Lemmas 47 and 48 to go from the first equality to the second equality
and used the relation s′ = R√2π (Ns) and Lemma 49 to go from the third equality
to the fourth equality. The final equality follows by definition of the covariance
matrix.
On the other hand, the linear estimation may not be invariant under a lattice basis
transformation.

fLinear(s) = −V −1d Vdas, fLinear(s
′) = −V −1d Vdas

′ = −V −1d VdaR√2π(Ns),

and fLinear(s) ̸= fLinear(s
′). As a consequence, the output covariance matrix for

linear estimation may also change under a change of lattice basis. To show this
explicitly, let us first write the output covariance matrix Vout in full,

[Vout]ij =

∫

R2N

dxd

∫

I2M

ds (xd − fLinear(s))i×jP (xd, s)

=
∑

k

∫

I2M

ds

∫

R2N

dxd (xd − fLinear(s))i×jg[V
−1
d ,xd + V −1

d Vda(s− k
√
2π)]

× g(V −1
d|a , s− k

√
2π)

=
∑

k

∫

I2M

ds [V −1
d ]

ij
g(V −1

d|a , s− k
√
2π)

+
[
−V −1

d Vdas+ V −1
d Vda(s− k

√
2π)
]
i×j

g(V −1
d|a , s− k

√
2π)

= [V −1
d ]ij +

∑

k

2π
[
V −1
d Vdak

]
i×j

∫

I2M

ds g(V −1
d|a , s− k

√
2π),

where we have used the expression of P (xd, s) in (5.85c) in the first step. This
covariance matrix depends on the basis choice of the GKP state. The explicit
calculation is presented in Ref.[65].

Optimal Single-mode Code

In this subsection, we focus on the single-mode code. This approach involves
encoding one oscillator using another single-mode GKP state by two-mode squeezing
transform. The conclusion is that the optimal single-mode code is given by two-mode
squeezing and the single-mode hexagonal GKP state. The gain of the two-mode
squeezing depends on the strength of the error level σ.

First we show the symmetry of the single mode lattice and that the single mode
lattice can be generated by a single mode squeezing and a phase rotation. We can
have the same lattice L with different choices of bases. In particular, the generator
matrices M1 and M2 generate the same lattice if there exist a unimodular matrix
N (i.e. a matrix with integer entries and detN = 1) such that

M⊤
1 = NM⊤

2 .

The generator matrix that gives a single-mode canonical GKP state is given by

M⊤ΩM = Ω.

Therefore, by Bloch-Messiah decomposition of the symplectic matrix, the M can
be written as

M = R(ϕ)Sq(r)R(θ),
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(θ, r)
(
π
4
, 4
√
3
)

(0.16π, 2.095) (0.11π, 3.021) (0.18π, 3.385)

N
(
1 0
0 1

) ( −2 −1
1 0

) (
2 −1
1 0

) (
1 −2
1 −1

)

Table 5.1: Equivalent representations of a hexagonal lattice. N is a unimodular
matrix that relates the lattice basis vectors.

where R(θ) and R(ϕ) are 2 × 2 rotation matrices and Sq(r) is the single-mode
squeezing. The term R(ϕ) can be omitted because different instances of R(ϕ)
represent equivalent code. Fixing r, it is easy to see that two bases

M1 = Sq(r)R(θ),

M2 = Sq(r)R(θ + π/2),

are the same lattice since M⊤
2 = R

(
π
2

)
M⊤

1 and R
(
π
2

)
is a unimodular matrix.

Furthermore, it is easy to show that

M1 = Sq(r)R(θ),

M2 = Sq(r)R(−θ),

present the same lattice under a reflection about the x-axis. Combining the above
symmetries, we conclude that two bases

M1 = Sq(r)R(θ),

M2 = Sq(r)R(π/2− θ),

correspond to the same lattice. A generator matrix for the hexagonal lattice can be
written as

M7 =

√
2

31/4

(
1 −1

2

0
√
3
2

)
,

By the Bloch-Messiah decomposition,

M7 = R
(
−π
6

)
Sq(31/4)R

(π
4

)
, (5.89)

where Sq(31/4) = diag(31/4, 3−1/4). Due to rotation symmetry, we have the same
lattice from M ′

7 if

M ′
7 ≡ Sq(r)R(θ)

= R(ϕ)M7N⊤, (5.90)

where N is a unimodular matrix. For N ̸= I, the squeezing value r ≥ 31/4; see
Table 5.1. Examples of two-mode symplectic lattice are shown in Fig. 5.10.

To obtain the best two-mode GKP-stablizer code, one simply needs to optimize
the parameters (r, θ) and the TMS gain, alongside choosing an optimal estimator
fMMSE as the decoding strategy. In Fig. 5.11(a), we plot the contour of the RMS
error σ̄2

RMS for an MMSE decoder optimized over the TMS gain G for each point
(r, θ). We find four equal minimum points for σ̄2

RMS, which turn out to be equivalent
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(a) (b) (c)

λ□
1

λ□
2

λ
η
1

λ
η
2

λ7
1

λ7
2

Figure 5.10: Illustration of two-dimensional lattices with basis vectors denoted:
(a) Square, (b) Rectangular, (c) Hexagonal. Any two-dimensional symplectically
integral lattice can be generated from the square lattice by rotation and squeezing.

lattice representations of the hexagonal lattice as listed in Table 5.1. Meanwhile,
the square lattice has r = 1 with θ arbitrary (represented by the green line); the
rectangular lattice has θ = 0 and r changes the shape of the rectangle (represented
by the blue line). The square and rectangular lattices are strictly sub-optimal.

In Fig. 5.11(b), we plot the GM error σ̄2
GM in (r, θ) parameter space for the same

optimized gain values of Fig. 5.11(a). The two subplots are very similar, with some
deviations at the left-bottom corner due to the large squeezing of a rectangular
lattice which induces asymmetry between q and p quadratures. The hexagonal
lattices again minimize the output noise. Moreover, for the hexagonal lattices,
σ̄2
GM ≈ σ̄2

RMS up to our numerical precision, which is a strong indicator that—even
if we minimize the GM error instead—the hexagonal lattice is still optimal.

Multimode Codes

Although the mode-wise decomposition simplifies the encoding to two-mode
squeezing transforms, optimization is still challenging since |Sp(2M,R)| = 2M2+M
parameters need to be optimized in general for the ancilla GKP lattice. Neverthe-
less, as we will show in this section with a few examples, going to higher-dimensional
lattices may indeed improve the performance of oscillators-to-oscillators codes.

Below, we first give a lower bound on the output noise for a general multimode
GKP code, then discuss break-even points. Finally, we evaluate the performance of
N =M = 2 multimode GKP stabilizer codes for various lattice configurations (e.g.,
square, hexagonal, and D4) and estimation strategies (e.g., linear estimation versus
MMSE).

By information theoretic arguments, we are able to find lower bounds for the
RMS and GM errors, σ̄RMS and σ̄GM, for a general multimode GKP code, with M
ancilla modes and k data modes, in terms of the variances σ2

i of the AGN channels⊗
iNσi

. In particular, for iid AGN, we show that σ̄RMS ≥ σ̄GM ≥ σLB, where

σLB ≡ 1√
e

(
σ2

1− σ2

) k+M
2k

. (5.91)
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Figure 5.11: Output noise for a single-mode (N = M = 1) GKP stabilizer code.
Input noise variance is σ2 = 10−2. We optimize the TMS gain G for each point
(r, θ). (a) RMS error σ̄2

RMS, (b) GM error σ̄2
GM. For the square lattice (green line),

σ̄2
RMS = 1.25129(5)× 10−3and σ̄2

GM = 1.25129(5)× 10−3. The four hexagonal lattice
points (red dots) have the same output noises of σ̄2

RMS = 1.15575(5)×10−3 for RMS
error and σ̄2

GM = 1.15575(5) × 10−3 for GM error. Only the range θ ∈ [0, π/4] is
considered due to symmetry.

For single-layer codes (k = M), there is at best quadratic error suppression,
exactly similar to the N = M = 1 GKP codes discussed in Ref. [52]. Higher
order error suppression can be obtained for codes with M > k—with the output
standard deviation scaling as ∼ σ1+M

k per Eq. (5.91). The break-even point in
the error correction refers to σLB = σ. In this case, the error correction process
dose not reduce the additive noise at all. Since a bosonic pure-loss channel with
transmittance η ∈ [0, 1] can be converted via pre-amplification to an AGN channel
with variance σ2 = 1− η, and η > 1/2 is necessary for non-zero quantum capacity,
we have σ2 < 1/2. On the other hand, taking σLB/σ = 1 in Eq. (5.91) we have

σ
√
e =

(
σ2

1− σ2

) k+M
2k

< 1,

so the break-even point σ∗ < 1/
√
e = 0.607. As this is obtained from lower bound,

the true break-even point is larger than this value. Hence, the break-even point
σ⋆ (η⋆) for multimode GKP codes lies within .607 ≤ σ⋆ ≤ .707. As shown for
multimode (k = M = 2) GKP stabilizer codes and MMSE estimation with AGN
error, we numerically find break-even points near 1/

√
e ≈ .607. We remark that

linear estimation strategies have a lower break-even point of .558 [52].
As shown in Fig. 5.12, we compare the reduction ratio σGM/σ for different

k = M = 2 codes. In our optimization process, we chose equal gains for the
two-mode squeezing transforms, specifically setting G1 = G2. This equalization ef-
fectively correlates the two data with the two-mode GKP state. Considering the
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Figure 5.12: Quantum error correction (QEC) ratio between output noise and in-
put noise of a single-layer, multimode (N = M = 2) GKP TMS code TMS⊗2(L)
for different lattices L (Square, Hexagonal, D4) and estimation strategies (linear,
MMSE). The square code with linear estimation (dotted purple) agrees with the
original GKP TMS code presented in Ref. [52]. Grey hatched region is forbidden
by information theoretic arguments. While the break-even point of the linear esti-
mation with square lattice σ ≃ 0.558 (purple diamond), the break-even point of the
MMSE estimation σ = 0.605(5) for both square and hexagonal lattices (green star).
For D4 lattice, we narrowed the break-even point to 0.60− 0.61, which is consistent
with square and hexagonal lattices.

noise as independent and identically distributed and with G1 = G2, it’s pertinent
to note that the local symplectic transform, which is instrumental in generating the
ancilla lattice, can be further deconstructed into mode-wise decomposition. This
leads to the complete optimization of the ancilla lattice involving one two-mode
squeezing transform and two single-mode transforms, encompassing a total of seven
parameters.

Given the computational intensity of these calculations, a complete optimization
of the entire lattice was deemed impractical. Instead, our results focus on three
specific lattice configurations: the direct product of square GKP lattices, the direct
product of hexagonal GKP lattices, and the D4 lattice. For error estimation, we
employed both linear estimation and the Minimum Mean Square Error (MMSE)
approach. We observe that MMSE estimation outperforms linear estimation for
identical lattice configurations. Furthermore, among the lattices tested, the D4
lattice performs better than the hexagonal lattice, which in turn performs better
than the square lattice. This hierarchy in performance is likely attributed to that
the D4 lattice is more efficient in spherical compacting.

It is also noteworthy that the D4 lattice requires certain two-mode squeezing
operations for its generation. This aspect of the D4 lattice suggests that encoding
two data with two-mode GKP state offers a more advantageous scenario than pro-
tecting a single data point with one ancilla, thus illustrating a quantum advantage
in communication scenarios.

The break-even point value σ⋆
MMSE ≈ .605(5) for MMSE agrees with the lower
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bound on the break-even point (.607 ≤ σ⋆ ≤ .707) for general GKP codes discussed
in the previous parts. It is an open question whether this can be pushed further or
not.

5.4 Quantum Error Correction on GKP Qubit

This section delves into quantum error correction for GKP qubits encoded within
n oscillators. Unlike the QEC for oscillators, here the quantum information is rep-
resented by discrete variables in the form of GKP qubits.

A critical aspect of evaluating the performance of quantum error correction codes
is the ’code distance’. This quantifier, independent of the decoder’s characteristics,
serves as a key metric for assessing the effectiveness of a QEC code. For practical
error correction, an estimation process or a decoder is essential. In this context, the
linear estimation approach (also referred as passive error correction) for decoding
is discussed. Then the GKP qubit code within the independent and identically
distributed (iid) channel model is discussed. And the code can be simplified by the
mode-wise decomposition and the symmetry of the channel itself.

Within this framework, we introduce the Distributed Two-Mode Squeezing (dtms)
code. A notable feature of the dtms code is its ability to minimize active inline
Gaussian operations. This efficiency stems from the analysis of the channel model,
underscoring the adaptability of the dtms code to various encodings of qubits into
oscillators. In terms of code distance, our proposed dtms qubit codes demonstrate
comparable efficiency to those identified in Ref. [60]. However, a significant ad-
vantage of our approach lies in its considerably more straightforward construction,
offering a practical and efficient solution for quantum error correction in GKP qubits.

5.4.1 Code Distance

When encoding discrete information into a multimode GKP state, we need some
generic method of characterizing the performance of the resulting code. One natural
figure of merit is the so-called GKP code distance [31], which gives a relative measure
of how large a displacement error needs to be in order to enact a logical error on
the code space. For simplicity, we focus on qubits code (d = 2). The extension to
qudits is straightforward (d > 2).

Definition 50 (GKP Pauli distance) Consider a GKP qubit code C(S) associ-
ated to a 2N-dimensional lattice L with the generator matrix M . The GKP Pauli
distance for the logical operator J ∈ {X̂L, ŶL, ẐL} is given by

DJ ≡
√
2π × min

a∈Z2N
∥mJ −Ma∥, (5.92)

where mJ ∈ L(M⊥)/L(M ) is a Pauli displacement vector corresponding to the log-
ical Pauli operation J ∈ S(M⊥)/S(M). The GKP code distance D is defined as

D ≡ min
J∈{X,Y,Z}

DJ . (5.93)

The Pauli distances are invariant under a beam splitter transform B ∈ Sp(2n) ∩
O(2n). Since

∥B(mJ −Ma)∥ = ∥mJ −Ma∥.
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For iid Gaussian noise with variance σ2, one can roughly estimate the probability
of error by code distance. When a random displacement error D̂(ξ) occurs, from
Eq. (5.15)

ξ = −
√
2πM⊥Ω[e+ k(ξ)].

There is Pauli logical error J when the projection of ξ along the direction mJ is
between the odd integer values of k. Due to the rotation symmetry of iid noise, we
can rotate ξ by B so that its projection on mJ is along the first axis of Cartesian
Coordinate. Then

p̄J =
∑

n∈Z

∫ DJ (2n+1)+DJ/2

DJ (2n+1)−DJ/2

dx g(σ2, x)

=
∑

n∈Z

1

2

[
erfc

(
(1 + 4n)DJ

2
√
2σ2

)
− erfc

(
(3 + 4n)DJ

2
√
2σ2

)]
, (5.94)

where

erfc(x) = 1− erf(x) = 1− 2√
π

∫ x

0

dt e−t
2

, (5.95)

is the complementary error function, which decreases exponentially when its argu-
ment increases. And the p̄J decreases with the code distance.
Consider a sinlge GKP qubit encoded in M . Given the PDF P (ξ) of random dis-
placement error D̂(ξ), the error syndrome

e = R√2π(M
⊤Ωξ) = M⊤Ωξ + k(ξ)

√
2π,

where k(ξ) = 1√
2π
[M⊤Ωξ −R√2π(M

⊤Ωξ)] is a function of ξ. Since k is a random

variable associated with ξ, we can estimate k(ξ) by k̃(e) = f ◦ R√2π(ξ). Then the

is no error if k(ξ)− k̃ is (2Z, 2Z,Z, · · · ,Z). Let RI be all the regions when k(ξ)− k̃
is (2Z, 2Z,Z, · · · ,Z). Similarly

RX : when k(ξ)− k̃ = (2Z+ 1, 2Z,Z, · · · ,Z), (5.96a)

RZ : when k(ξ)− k̃ = (2Z, 2Z+ 1,Z, · · · ,Z), (5.96b)

RY : when k(ξ)− k̃ = (2Z+ 1, 2Z+ 1,Z, · · · ,Z). (5.96c)

Then with the estimation f , the probabilities of no error and Pauli errors are given
by

pI =

∫

ξ∈RI

dξ P (ξ), pX =

∫

ξ∈RX

dξ P (ξ),

pZ =

∫

ξ∈RZ

dξ P (ξ), pY =

∫

ξ∈RY

dξ P (ξ).

For the linear estimation (passive decoder in [61]), the estimation function k̃(e) = 0.
In this case, the RI is all the regions where k(ξ) is (2Z, 2Z,Z, · · · ,Z). Define a new
random variable ξ′ = M⊤Ωξ, with the PDF

P ′(ξ′) =

∫

R2n

dξ P (ξ)δ(ξ′ −M⊤Ωξ) =
1

| detM |P (Ω
−1M−⊤ξ′). (5.97)
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There is no error if ξ′ −R√2π(ξ
′) is

√
2π(2Z, 2Z,Z, · · · ,Z). Thus the probability of

no error is given by

pI =
∑

n1,n2∈Z

∫ 2n1

√
2π+

√
π/2

2n1

√
2π−

√
π/2

dξ′1

∫ 2n2

√
2π+

√
π/2

2n2

√
2π−

√
π/2

dξ′2

∫

R2n−2

ξ′2n−2P
′(ξ′). (5.98)

We can apply the above results to the Gaussian noise with covariance matrix
Σ = ⊕n

i=1(σ
2
i I2). And assmue that the [[n, 1]] code is generated by the symplec-

tic transform S. Then M = S(
√
2I2 ⊕ I2n−2) and M⊥ = S(1/

√
2I2 ⊕ I2n−2). We

obtain the following expressions

pI =

∫ 1
2

√
π+2
√
πk1

− 1
2

√
π+2
√
πk1

dξ1

∫ 1
2

√
π+2
√
πk2

− 1
2

√
π+2
√
πk2

dξ2

∫

R2n−2

d2n−2ξ2n−2 g(S
⊤ΣS, ξ), (5.99a)

pX =

∫ 3
2

√
π+2
√
πk1

1
2

√
π+2
√
πk1

dξ1

∫ 1
2

√
π+2
√
πk2

− 1
2

√
π+2
√
πk2

dξ2

∫

R2n−2

d2n−2ξ2n−2 g(S
⊤ΣS, ξ), (5.99b)

pZ =

∫ 1
2

√
π+2
√
πk1

− 1
2

√
π+2
√
πk1

dξ1

∫ 3
2

√
π+2
√
πk2

1
2

√
π+2
√
πk2

dξ2

∫

R2n−2

d2n−2ξ2n−2 g(S
⊤ΣS, ξ), (5.99c)

pY =

∫ 3
2

√
π+2
√
πk1

1
2

√
π+2
√
πk1

dξ1

∫ 3
2

√
π+2
√
πk2

1
2

√
π+2
√
πk2

dξ2

∫

R2n−2

d2n−2ξ2n−2 g(S
⊤ΣS, ξ). (5.99d)

The above results only apply to the passive estimation. And the optimal estimation
that minimizes the logical error is the Maximal Likelihood estimation [61], in which
the random integer variable k is estimated as well given probability distribution
P (ξ).

5.4.2 Distributed Two Mode Squeezing Code

In this section, the mode-wise decomposition is applied to simplify the [[n, k]]
code for iid Gaussian noise. Then we take a further step on streamlining GKP-
based quantum error correction via minimizing the active inline Gaussian opera-
tions. Inspired by continuous-variable distributed quantum sensing, we propose the
distributed two-mode squeezing codes (dtms) that employ only a single active element
(a two-mode squeezer) per data mode and balanced arrays of variable beamsplitters.

As an example, for a single qubit encoded into 4 modes, we find a dtms-[[4,1]]
code with a single two-mode squeezing operation of < 7dB that outperforms the
conventional concatenated GKP-[[4,1,2]] qubit code. In terms of code distance,
our proposed qubit codes achieve comparable performance to the codes identified
(via generic numerical search) in Ref. [60], while offering a significantly simplified
construction. The proposed code in small size is suitable for quantum repeaters and
quantum sensor networks.

Code Reduction for iid Noise

Since any [[n, k]] code can be generated by some S, applying S to canonical
GKP oscillators to generate the code can instead be viewed as applying S−1 to
the channel without further encoding. So let consider the [[n, k]] code with S that
correlates the noise of iid Gaussian noise. By the mode-wise decomposition,

S−1(σ2I2n)S
−⊤ = σ2(SA ⊕ SB)

−1(TMS)(SA ⊕ SB)
−⊤.
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Then we can effectively generate the [[n, k]] code by taking S = ⊕iSGi
(SA ⊕ SB),

where SGi
corresponds to two-mode squeezing transform. Applying a general beam

splitter Q on S does not change the code performance since this is equivalent to
reshaping the covariance matrix of the noise to

Q−1σ2I2nQ
−⊤ = σ2I2n.

In fact, any two-mode transforms in Definition 25 can be decomposed in the way
QSG(SA⊕SB). When the two-mode transform is beam splitter, then G = 1. When
the two-mode transform is two-mode squeezing and anti two-mode squeezing, then
G = G. And when the two-mode transform is sum gate, then G = (

√
2 + 1)/2 with

two identical single-mode squeezing transforms with r = 21/4.
If n is even and we take identical n/2 two-mode squeezing transforms to correlates

these oscillators, then S = (⊕n/2
i=1SG)(SA ⊕ SB). The covariance matrix transforms

to

σ2

(
S−1A 0
0 S−1B

)(
(2G− 1)In 2

√
G(G− 1)Zn

2
√
G(G− 1)Zn (2G− 1)In

)(
S−⊤A 0
0 S−⊤B

)
,

where Zn = ⊕nZ2. We can further apply the mode-wise decomposition to local
symplectic transform S−1A S−⊤A . When the local symplectic transform SA is a beam

splitter, then the code is equivalent to the code generated by S = (⊕n/2
i=1SG)(IA⊕SB).

Algorithm 51 (dtms code) A distributed two-mode squeezing (dtms) code is given
by k two-mode squeezing SGi

with tunable gain Gi and two configurable beamsplitter
arrays A and B. The generator matrix

M = (⊕k
i=1SGi

⊕ I2N−4k)(A⊕B)(
√
2I2k ⊕ I2N−2k). (5.100)

And the logic Pauli operator of the encoded k GKP qubits

Xi = D̂(
√
2πm2i−1/2), (5.101)

Zi = D̂(
√
2πm2i/2), (5.102)

where mi is the i-th column of M .

In our algorithm, the local symplectic transforms are beam splitter arrays without
squeezing. In general, local symplectic transform SA and SB may have squeezing.
The fixed local symplectic transform SA can be viewed as the inner code that encodes
k qubits into k oscillators. The two-mode squeezing transforms SGi

correlates the
data and the other correlated GKP states generated by SB. To minimize the inline
active squeezing, we take only one nontrivial two-mode squeezing and the two local
symplectic transforms as general beam splitters. Then the dtms code is given by

M = (SG ⊕ I2N−4)(A⊕B)(
√
2I2k ⊕ I2N−2k), (5.103a)

S = (SG ⊕ I2N−4)(A⊕B). (5.103b)

As will be shown later, this simplified setup can still perform well.
The circuit to generate the code is shown in the Fig. 5.13 (a). A beam splitter

array A can be decomposed in layers as in the Theorem 27. Only the first layer
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Figure 5.13: The circuit of dtms code. (a) An [[n, k]] code is generated by A ∈
∩Sp(2k)∩O(2k), B ∈ Sp(2n− k)∩O(2n− 2k). (b) The reduction of circuit in (a)
due to the commutation relation.

characterizes the beam splitter array A, as the other layers commute with the chan-
nel and cancel out with symmetry Q. Then we have the reduction in the Fig. 5.13
(b). The number of phase rotations can be reduced to n − 1 due to the commuta-
tion relation between the phase ration and the beam splitter (two-mode squeezing)
transform as shown in the Fig. 5.14

To understand how the code works, we can analyze the iid additive noise σ2I2N
correlated by the symplectic transform in Eq. (5.103b). Treating square-grid GKP
qubits subjected to the correlated noise S−1(σ2I2N)S

−⊤, after the two-mode squeez-
ing, the N−k channels are then characterized by the noises σ2[(2G−1)I2]⊕I2N−4k.
Next, we distribute the first amplified k noises across the entire N − k channels
using a general beam splitter B. This results in the correlated noises for the N − k
channels:

σ2B−1 {[(2G− 1)I2]⊕ I2N−4k}B−⊤. (5.104)

For instance, B could be a balanced beam splitter, evenly distributing one amplified
noise to N − 1 channels. The diagonal elements of Eq. (5.104) are then σ2(2G −
1)/(N − 1). Detecting N − 1 smaller noises σ2(2G − 1)/(N − 1) is more effective
than detecting one larger noise σ2(2G− 1) due to the spread of the noises.

The advantage of selecting SB as a beam splitter array lies in its simplicity
and its potential for reduction in the case of iid channels. The total number of

Figure 5.14: For two-mode beam splitter and two-mode squeezing, the phase rotation
on the left hand side can be transformed to the phase rotations to the right hand
side.
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parameters for the encoding strategy is 2n−2. As this code strategy is derived from
the analysis of the iid Gaussian noise model, it is applicable to other quantum codes
(non-GKP code) in bosonic quantum systems experiencing random displacement
Gaussian noise.

Code Distance of [[n,1]] dtms Code

Consider a GKP qubit encoded by N oscillators. We set A = I2, indicating that
the GKP qubit is a square-grid GKP qubit. And the other N − 1 oscillators are
initially in square-grid canonical GKP states. The distributed two-mode squeezing
(dtms) code is characterized by a two-mode squeezing operation combined with a
general beam splitter B applied to N − 1 square-grid canonical GKP states. Let

B =

(
B̃
B′

)
,

where B̃ is a 2× 2(N − 1) sub-matrix of B. Note that B̃B̃⊤ = I2k. When there is
no single-phase rotation, we can write B̃ in the block form as

B̃ =
(
±√

η1I2,±
√

(1− η1)η2I2, ...,±
√

(1− η1)...(1− ηN−2)I2
)
,

where ηi = | cos θi|2. A balanced beam splitter without single phase rotations can
be obtained by taking η1 = (1 − η1)η2 = ... = (1 − η1)...(1 − ηN−2). Solving this
recursively, we obtain ηN−2 = 1/2, ..., η1 = 1/(N − 1) and

B̃ = 1/
√
N − 1 (±I2, ...,±I2) .

Adding phases leads to the block form as

B̃ =
[√

η1R(ϕ1), ...,
√

(1− η1)...(1− ηN−2)R(ϕn−1)
]
. (5.105)

The generator matrix of the [[N, 1]] code is obtained from

M = (SG ⊕ I2N−4)(I2 ⊕B)(
√
2I2 ⊕ I2N−2),

Then

M =




√
2GI2

√
G− 1Z2B̃√

2(G− 1)Z2

√
GB̃

0 B′


 .

For iid noise, the code has the same performance as B⊤M since B is a beam splitter
array in the symmetry Sp(2n) ∩O(2n). An equivalent form of M is given by

M̃ = B⊤M

=

( √
2GI2

√
G− 1Z2B̃√

2(G− 1)B̃⊤Z2 (
√
G− 1)B̃⊤B̃ + I2N−2

)
. (5.106)

We see that only the sub block B̃ plays the role in the code. As we will explore in
greater detail later, it is feasible to choose

B̃ =
1√

N − 1

(
R(ϕ) · · · R(ϕ)

)
,
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to achieve a balanced code. This specific code design, while potentially not the
optimal solution among all possible general beam splitters B, still offers significant
advantages. The logical Pauli operators for this code can be obtained by the columns
of the dual matrix M⊥, which are given by

(
pX pZ

)
=

( √
G/2I2√

(G− 1)/2B̃⊤Z2

)
. (5.107)

It is important to note that the code’s distance and performance remain unchanged
when ϕi → ϕi + π/2. Therefore, we can restrict the range of ϕi to 0 ≤ ϕi < π/2.
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Figure 5.15: (a) Code distance Ddtms for dtms qubit code. Assorted codes from
the literature are shown for reference: Square, Tesseract, Square-[[4, 1, 2]], Square-
[[5, 1, 3]], and scaling of GKP-surface–type codes ∼ N1/4. Linear decoding bound
inferred from two-stage linear decoder. (b) Optimized squeezing for dtms qubit
code. Two-mode squeezing gain G⋆ converted to equivalent single-mode squeezing
λ⋆dB = 20 log10(

√
G⋆ +

√
G∗ − 1).

The code distance is numerically calculated by searching for the closest lattice
point that minimizes the distance, as defined in Eq. (5.92). The LLL lattice re-
duction algorithm is employed to obtain a reduced lattice basis for the generator
matrix specified in Eq. (5.106). Babai’s algorithm is then used to find an approxi-
mate lattice point. Since Babai’s algorithm might not return the true closest point,
a brute-force search is conducted around the approximate point with a cutoff l, con-
sidering (2N)2l+1 points to get the true distance. The closest lattice point problem is
NP-hard, and this algorithm takes exponential time with increasing code dimension
N .

First of all, we consider a CSS-type code where the phase rotations ϕi = 0. In
this scenario, the generator matrix can be divided into independent q and p sections,
satisfying:

DX = DZ = DY /
√
2. (5.108)

The code distance DX is computed numerically for the q section. The lattice in
this case has N dimensions. By optimizing the beam splitter array ηi and the
two-mode squeezing G with a cutoff l = 4, the code distance is maximized over
N − 1 parameters. This optimization is further validated by ensuring that the code
distance remains consistent when l = 5. The results are presented in Fig. 5.15 (a)
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with blue triangles. We numerically find that the optimal values for the beam splitter
parameters are approximately η1 = 1/

√
N − 1, ..., ηN−1 = 1/

√
2. This suggests that

a balanced beam splitter array, which evenly splits the modes, outperforms the other
beam splitter configurations.

Next, we introduce N − 1 phase rotations into the balanced beam splitter array.
This non-CSS-type code correlates the q and p sections, leading to a 2N -dimensional
lattice. With a cutoff l = 3, we compute the code distance as:

min{DX ,DY ,DZ}.

By optimizing phase rotations, we can further increase the code distance. Compared
to the CSS-type code with a balanced beam splitter array, phase rotations increase
DX and DZ while decreasing DY . Thus, the code distance increases. Numerical
optimization suggests that equal phase rotations, ϕ1 = ... = ϕN−1 = ϕ, balance the
code distances effectively. This can be explained as in the optimal case, interchang-
ing any two GKP ancillas, thus interchanging any two blocks of Eq. (5.105), does
not change the code distance. Hence, in our numerical search, only two parameters
G and ϕ are optimized to achieve a balanced code. These results are depicted in
Fig. 5.15 (a) with red diamonds.

When G = 1, there is no correlation between the qubit and the other canonical
GKP states. The code distance is given by the

√
2π multiplies the norm of the

column vector in Eq. (5.107), which is
√

(2G− 1)π. When G increases, the code
distance increases until to a turning point so that the true distance is ∥pJ −Mk∥,
where k in non-zero. With the smallest optimized gain G(n), the code distance can
be inferred from

D =
√

(2G(n)− 1)π. (5.109)

With optimized gain G, the code distances obtained from the above equation are
shown as curves with different colors in Fig. 5.15.

Comparing to the code in Ref [60], Lin et al numerically optimized codes over
all symplectic matrices S ∈ Sp(2n), which has n2 + n paramters. The optimized
code needs to be constructed by Bloch-Messiah decomposition, which requires n
active squeezings and a general n-dimension beam splitter array. The optimization
could also lead to local optima. Our code design, based on a specific beam splitter
array and having only 2 parameters, avoids such complexities. Although our results
do not surpass the [[5, 1, 3]] code, our approach requires only 1 active squeezing
between two modes. Additionally, our balanced code design demonstrates larger
distances compared to the Tesseract code and the [[4, 1, 2]] code in lower dimensions.
Moreover, the dtms code can be easily extended to a larger number of modes n,
making it a versatile and practical choice for code design.
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[[4,2]] dtms Code
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Figure 5.16: Encoding schematic for the [[4,2]]-dtms code.

The dtms code can be straightforwardly extended to a [[n, k]] code. Here, we
provide an example of a dtms code encoding 2 GKP qubits. By distributing one
two-mode squeezing to 2 GKP qubits and 2 canonical GKP states, we obtain a
CSS-type dtms-[[4, 2]] code with a generator matrix

M[[4,2]] = (SG=2 ⊕ I2)[B(1/2)⊕B(1/2)](
√
2I4 ⊕ I4), (5.110)

where

B(1/2) =
1√
2

(
I2 −I2
I2 I2

)
,

is the two-mode balanced beam splitter. We calculate the code distance numerically.
The code distance is

√
2π, which is the same as the conventional [[4, 2, 2]] code.

However, this code design requires less squeezing. With the smallest optimum gain
G(n), the code distance of the dtms [[n, 2]] can be inferred as

D =
√
G(n)π. (5.111)
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