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from Gürtler et al. 1997 [14]. (c) Our measured transient absorption
spectrum (purple solid-filled curve) at delay zero. . . . . . . . . . . . 137

6.2 (Color online) (a) A selection of potential energy curves of N2 with
Codling’s Rydberg series 1π−1

u 3σ−1
g 1π1

g nsσg (n=4,5)(ν ′ = 0,1,2,3,...),
converged onto excited ionic C-state (C2Σ+

u ). (b) A schematic exper-
imental process in our transient absorption experiment. . . . . . . . 138

6.3 (Color online) The experimental setup for XUV attosecond transient
absorption spectroscopy used in N2 experiment. . . . . . . . . . . . . 141

6.4 (Color online) Measured transient absorption spectrograms on N2

double-holed and doubly-excited autoionizing Rydberg states. The
detuned and transmitted XUV spectra in the absence of the NIR field
are shown on the side for reference. The normalized XUV spectra are
on a logarithmic scale in arbitrary units. . . . . . . . . . . . . . . . . 142

6.5 (Color online) (a) A comparison of the transient absorption spectra
at delay -10 fs from the experiment (solid black curve) and the model
(dashed purple curve). (b) The simulated transient absorption spec-
trogram from the dipole model. . . . . . . . . . . . . . . . . . . . . . 143



LIST OF FIGURES – Continued

18

7.1 (a) Three vibrational modes of linear CO2 molecule. (b) The 1D
potential energy curves for CO2 with respect to Qg coordinate. The
ionic A-state (A2Πu) and B-state (B2Σ+

u ) intersect at a certain value
of Qg. (c) The 2D potential energy surfaces with respect to Qg and Qu

coordinates. The conical intersection (CI) is due to bilinear vibronic
coupling. Figures adapted from Ref. [15]. . . . . . . . . . . . . . . . . 148

7.2 (a) The schematic sketch shows the process of the coupled hole-
nuclear dynamics in CO2. The distorted molecule due to the active
stretching and bending modes, which drive the charge population
across the conical intersection. (b) (Top) The electronic configura-
tions of ionic B-state and A-state. The green arrows are electrons,
and the blue circles are holes. (Bottom) The 115 fs coherent beating
signal from CO+ ion yield. Reprinted figure with permission from
Ref. [16]. Copyright 2017 by the American Physical Society. . . . . . 149

7.3 The measured static photoabsorption cross section adapted from
Shaw et al. [17] and Huestis et al. [18]. The assignments of the Ryd-
berg states converged to the A-state (Tanaka-Ogawa series) and the
B-state (Henning series) are taken from Ref. [19–22]. The shaded
purple box represents the spectral range of our XUV H11. . . . . . . 150

7.4 The ATAS spectrogrms of CO2 with the IR photon energy at 0.76
eV (1630 nm). The XUV spectrum was turned to excite higher and
lower energy Rydberg states in Fig.(a) and (b), respectively. . . . . . 151

7.5 (a) a schematic effective molecular potential of SF6 adapted from [23].
Dashed (solid) horizontal lines indicate vacant (occupied) virtual or-
bitals. Two purple arrows indicate two possible inter-valence pho-
toexcitation pathways by H15. (b) Total photoabsorption cross sec-
tion adapted from Ref. [24]; (c) our experimental transient absorption
spectrogram in SF6. The XUV spectrum of H15 is also shown on the
side for reference; and (d) the transient absorption spectrogram of
SF6 near delay zero taken with smaller delay step size. . . . . . . . . 153

7.6 (a) A simplified schematic energy level diagram of the lasing process
in He-Ne mixture. (b) A schematic energy level diagram of the ATAS
experiment of He-Ne mixture using XUV H13 to prepare neon 5s state.155

7.7 A preliminary data showing the He-Ne spectrogram (a), the He spec-
trogram (b), and the Ne spectrogram (c). The IR photon energy is
0.76 eV (1630 nm) and the peak intensity is ∼1 TW/cm2. . . . . . . 157



19

LIST OF TABLES

4.1 State assignment, effective quantum number n∗, energy, linewidth
and field-free lifetime of some relevant autoionizing states in O2

from [9, 10]. Fano q parameters are obtained by fitting calculated
photoabsorption cross section in Fig. 4.1(b). . . . . . . . . . . . . . . 96



20

ABSTRACT

Quantum mechanical motion of electrons in atoms and molecules is at the heart

of many photophysical and photochemical processes. As the natural timescale of

electron dynamics is in the range of femtoseconds or shorter, ultrashort pulses are

required to study such phenomena. The ultrashort pulse light-matter interaction

at high intensity regime can however dramatically alter the atomic and molecu-

lar structures. Our current understanding of such transient electronic modification

is far from complete, especially when complicated light-induced couplings are in-

volved. In this dissertation, we investigated how a femtosecond strong-field pulse

can control or modify the evolution of atomic or molecular polarization, representing

electric dipole excitation in various systems. Extreme ultraviolet (XUV) attosecond

pulse trains are used to coherently prepare superposition of excited states in various

atomic and molecular systems. A subsequent phase-locked infrared (IR) femtosec-

ond pulse is applied to perturb the dipoles, and transient changes in the transmitted

XUV spectra are measured. This scheme is termed as XUV attosecond transient

absorption spectroscopy. In the first study, we applied this technique to study the

modification of Rydberg states in dilute helium gas. We observed several transient

changes to the atomic structure, including the ac Stark shift, laser-induced quantum

phase, laser-induced continuum structure, and quantum path interference. When

the experiments were extended to the study of a dense helium gas sample, new spec-

tral features in the absorption spectra emerged which cannot be explained by linear

optical response models. We found that these absorption features arise from the

interplay between the XUV resonant pulse propagation and the IR-imposed phase

shift. A unified physical model was also developed to account for various scenarios.

Extending our work to argon atoms, we studied how an external infrared field can

be used to impulsively control different photo-excitation pathways and the transient
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absorption lineshape of an otherwise isolated autoionizing state. It is found that by

controlling the field polarization of the IR pulse, we can modify the transient ab-

sorption line shape from Fano-like to Lorentzian-like profiles. Unlike atoms, in our

study of autoionizing states of the oxygen molecule, we observed both positive and

negative optical density changes for states with different electronic symmetries. The

predictions of two distinct and simplified dipole perturbation models were compared

against both the experimental results and a full theoretical calculation in order to

understand the origin of the sign of absorption change. We relate this symmetry-

dependent sign change to the Fano parameters of static photoabsorption. The same

approach was applied to study molecular nitrogen, in which we observed the de-

cay dynamics of IR perturbed doubly-excited Rydberg states with many vibrational

progressions. In addition, we also conducted experiments to investigate Rydberg

state dynamics of other molecular systems such as carbon dioxide. In summary, we

experimentally explored the ephemeral light-induced phenomena associated with ex-

cited states of atoms and molecules. These studies provide real-time information on

ultrafast electronic processes and provide strategies for direct time-domain control

of the light-matter interaction.
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CHAPTER 1

Introduction

“A ks
˙
an

˙
a (Sanskrit), the shortest space of time, a moment, the 90th

part of a thought and 4500th part of a minute, during which 90 or 100

are born and as many die,” Mahasangha-vinaya, AD 400 [25]).

1.1 Time Matters: Ultrafast Science and Technology

How short is an instant? In a blink of an eye? In a flash? The answer has evolved

with the tremendous advancement of electronic and optical technologies in recent

decades, especially with the advent of ultrafast light pulses. In fact, the field of ul-

trafast science and technology can be dated back to 1878 when Eadweard Muybridge

invented high-speed photography. At that time, he successfully filmed a galloping

horse with his innovative work in freeze-frame photographic studies of motion in

the millisecond timescale. What he had done was essentially controlling the shut-

ter speed and limiting the exposure rate while using continuous light. Later in the

1930s, Harold Edgerton’s development of high-intensity xenon flash lamp as a pulsed

light source for illumination pushed the temporal resolution of high-speed imaging

to microsecond resolution. This approach is distinctively different from what Ead-

weard Muybridge had done. Instead of controlling the shutter on the camera or

the detector, Harold Edgerton was controlling the temporal signature of the light

source. The work of these two scientists and engineers paved the way for future

technological advancements that are essential for ultrafast science.

Starting from the 1960s, laser scientists and engineers have created ultrashort

pulses of light that last only nanoseconds to picoseconds based on Q-switching (Hell-

warth 1961 [26]) and modelocking (DeMaria et al. 1966 [27]) techniques. In the

late 1970s, a femtosecond laser pulse was first demonstrated and applied to re-
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search [28, 29]. Depending on event of interest, various time-resolved technologies

have to be utilized to visualize and to freeze their motion in time, as illustrated

in Fig. 1.1. Figure 1.1 shows the order of magnitude in temporal duration, and

relevant events in that timescale, from the age of the observable universe in exasec-

onds to the natural timescale of electron motions in attoseconds. In the timescale

of milliseconds, microseconds, to nanoseconds, high-speed motions can be directly

observed by employing fast mechanical or electronic shutters with short detector

exposures. Examples include galloping horses, a bullet through an apple, computer

clock cycle (semiconductor based electronic switch), respectively. However, due to

physical limitations, the response or switching rate of modern electronic devices

cannot exceed tens of gigahertz (hundreds of picosecond). Although there is an

electronic limit to how fast the exposure rates of detectors can be, state-of-the-art

technologies overcome this limit by creating shorter optical bursts, which can be

used as a strobe.

Figure 1.1: The order of magnitude in temporal duration and relevant events in that
timescale.

After the 1980s, the development of convenient and powerful solid-state

Ti:Sapphire lasers boosted both fundamental research as well as practical appli-

cations of femtosecond lasers. A notable research example is in the field of femto-

chemistry that continues with the theme of freezing events in time. Prof. Ahmed H.

Zewail at Caltech won the 1999 Nobel Prize in Chemistry for his pioneering studies

of the transition states of chemical reactions using femtosecond spectroscopy [30].
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In this picosecond to femtosecond timescale, the dynamics of molecular vibration,

rotation, and isomerization can be observed as schematically shown in Fig. 1.1. Out-

side research laboratories, femtosecond lasers have been extensively used in modern

electronics industry for micromachining, and in medicine for laser-assisted surgeries.

After the invention of femtosecond lasers and their associated scientific achieve-

ments, it took more than 20 years to break the femtosecond barrier in temporal

resolution. Thanks to the techniques such as chirped pulse amplification (CPA) [31]

and Kerr lens modelocking (KLM), scientists generated few femtosecond laser pulses

in the late 1990s [32]. Soon after the discovery of high harmonic generation (HHG)

process in femtosecond strong-field regime [33, 34], researchers also proposed the cre-

ation of subfemtosecond pulses based on HHG in the 1990s. Combining the precision

measurements of Hänsch’s group [35] at the Max Planck Institute for Quantum Op-

tics, and the ultrafast laser expertise of Krausz’s group at the Technical University

of Vienna, they and their colleagues successfully produced and measured attosecond

pulses in 2001 (Hentschel et al., 2001 [36]). Today, this advanced tabletop laser HHG

source has enabled few-femtosecond to attosecond laser-like pulses, which opened a

new research field called attosecond science.

1.2 Attosecond Science

Attosecond science, also known as attoscience, inherits the benefits of decades of

research in ultrafast sciences, which utilizes ultrafast light sources to study atomic

physics, molecular physics, physical chemistry, chemical physics, nonlinear optics,

strong-field physics, condensed matter physics, material science, etc [37]. One of

the shared aims in attosecond science community is to make molecular movies in

real time [38]–monitoring the electron dynamics on their natural timescales. The

research interests of the attosecond science community include the generation and

characterization of shorter and stronger attosecond pulses (as in attosecond optics

and attosecond photonics), as well as utilizing these pulses to study photodynamics

(as in attosecond physics and attosecond chemistry).
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Fifteen years into its inception, the attosecond technology is still evolving. Real

attosecond-pump attosecond-probe experiments are still very difficult to perform

due to the lack of high intensity or high flux attosecond sources [37, 39, 40]. One of

the technical goals is to make the attosecond light sources stronger, by overcoming

the low efficiency (10−5 ∼ 10−6) of HHG process. Also, many researchers aim to ex-

tend the photon energy of the extreme ultraviolet (XUV) attosecond source to soft

X-ray range at hundreds of eV, and use the water window to explore biomolecules

and materials using inner shell transitions. Recent efforts have focused on next-

generation high-energy femtosecond laser development to achieve these goals. The

new approaches include boosting driving laser power by thin-disk laser technolo-

gies [41], and constructing long-wavelength driving laser amplifiers in mid-infrared

(MIR) by optical parametric chirped pulse amplification (OPCPA) technology [42].

Figure 1.2: Current and future research directions for high-harmonic and attosecond
sources, linked to the main source properties enabling the application, from R.
Reid et al., 2016. c©IOP Publishing. Reproduced with permission.

The attosecond science and technology have captured the rapidly growing imag-

ination and expectations of the scientific communities in physics, chemistry, and

material sciences with their promises of unveiling and manipulating fast-evolving

photodynamics in nature. Figure 1.2 show an organized roadmap for current and

future application directions of attosecond and HHG light sources reproduced from

Ref. [43].
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1.3 Quantum Dynamics of Photoabsorption

When light irradiates an atom or a molecule, many photo-initiated processes could

happen such as excitation, fluorescence, phosphorescence, chemical transformation,

conformational change, internal conversion, intramolecular charge transfer or migra-

tion, relaxation, etc. Although many of these general phenomena can be beautifully

illustrated in Jablonski diagram, as shown in Fig. 1.3, detailed dynamics associated

with these processes are not always known. The quantum mechanical motion of

electrons in atoms and molecules and their interaction with light is at the heart

of many photophysical and photochemical processes. Examples include light har-

vesting in photosynthesis [44], the prevention of ultraviolet (UV) radiation induced

DNA damage by relaxation through conical intersections [45], and the initiation of

vision through isomerization in Rhodopsin [46]. Such dynamical processes proceed

through complicated couplings, that involve electrons, nuclei, holes, the external

electromagnetic fields, or a mixture of above. However, many of these coupling pa-

rameters are usually not well understood, such as those responsible for connecting

microscopic quantum dynamics to mesoscopic or macroscopic functions. Generally,

it is very challenging to measure and to obtain information on electronic wave packet

dynamics in complex and non-equilibrium systems, even with the techniques such

as quantum process tomography [47].

Due to the fact that the natural electronic timescales range between attoseconds

to few femtoseconds, ultrashort light sources are needed to probe these ultrafast

processes. In addition, light sources that have short wavelengths of ∼100 nm–1 nm

in the range of XUV to X-rays, present an opportunity to pinpoint the location of

the dynamical processes on the spatial scale of nanometers. This new field is known

as attosecond nanophysics or attosecond nanoscopy. In a widely used experimental

procedure, an ultrafast pulse (pump pulse) prepares excited states, and then another

ultrafast pulse (probe pulse) monitors, perturbs, or controls the following process.

This methodology is termed pump-probe measurement or manipulation. One of the

common approaches in this scheme is to use XUV attosecond pulse(s) combined



27

Figure 1.3: Light-matter interactions in an atom or a molecule illustrated in Jablon-
ski diagram.

with a phase-locked and time-delayed near infrared (NIR) laser pulse to conduct

temporally and energetically resolved spectroscopy.

As one of the most common forms of light-matter interaction, the photoabsorp-

tion of electromagnetic radiation in matter provides us rich information to under-

stand the electronic structure of an atom or a molecule. Figure 1.4 shows simpli-

fied physical picture of possible photoabsorption processes in atoms, molecules, and

solids from Ref. [1]. In spectroscopy or spectrophotometry, the optical density (OD),

also termed absorbance, is usually measured to quantify optical absorption. The OD

of a medium is a logarithmic ratio of the radiation transmitted through a target sam-

ple (It), to the radiation falling upon a target sample (I0), i.e., OD = −log10(It/I0)

as in Fig. 1.5. In linear absorption regime, the Beer’s law reads It = I0e
−atL, so the

unitless OD can be written as OD = (ln10)−1atL = (ln10)−1σnL, where L is the in-

teraction length, n is the medium number density, at is the absorption or attenuation

coefficient, and σ is the absorption cross section in the unit of area. The convenient

unit of the cross section is in barn (b) or megabarn (Mb), where 1 Mb = 10−18 cm2

= 10−22 m2. The OD is also related to optical depth by a factor of ln(10) ∼ 2.3026.
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We can further write down absorption cross section as σ(ω) = 8παωIm[d(ω)/E(ω)],

where ω is the angular frequency or the energy (in atomic unit, a.u.), α is the fine-

structure constant (α ∼ 1/137), Im represents imaginary part, d(ω) is the electric

dipole moment, and E(ω) is the electric field of incident radiation. Here we adapt

semi-classical picture that the medium (an atom or a molecule) is treated quantum

mechanically, and the light is treated classically as the electromagnetic wave.

Conventional static photoabsorption measurements using continuous light

sources do not provide us temporal information. Therefore, one has to rely on ul-

trashort light pulses to resolve the photodynamics in a medium, and this approach

is labeled time-resolved photoabsorption spectroscopy. In the time-domain picture,

we can write time-dependent electric dipole as d(t) = 〈Ψj(t)|dij|Ψi(t)〉, and we can

further relate this time-dependent dipole d(t) to the conventional frequency-domain

dipole d(ω) by the Fourier transform, namely, F [d(t)] =
∫
d(t)e−iωtdt = d(ω). The

dij is the element of dipole moment, and Ψj(t) and Ψi(t) are time-dependent wave-

functions of j and i quantum states of our sample system of interest, respectively.

Therefore, by resolving time-dependent absorption, the evolution of quantum wave-

function of the sample, namely, the quantum dynamics of photoexcited electrons in

atoms and molecules, can be understood.

Ultrafast transient absorption spectroscopy utilizes a pump pulse and a probe

pulse to temporally resolve and monitor absorption spectrum over time as shown

in Fig. 1.5. Starting from the 1950s, Eigen, Norrish, and Porter et al. applied

nanosecond transient absorption to study the dissociation process of molecular hy-

drogen iodide into a hydrogen and an iodine atom. There are many commercial

nanosecond transient absorption spectrometers available. In the 1980s, picosecond

and femtosecond transient absorption were developed, leading to the groundbreaking

work by Nobel laureate A. Zewail. Today, there are many ongoing research efforts

using femtosecond transient absorption [48] that strive to understand complicated

electron dynamics in complex correlated systems, such as large biomolecules or pro-

teins, or two-dimensional quantum materials such as graphene and transition metal

dichalcogenide monolayers.
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Figure 1.4: The photoabsorption process in atoms, molecules, and solids. Retrieved
from J. Stöhr 1992, X-ray absorption spectra in a nutshell [1].

In attosecond science, one of the most successful and versatile techniques for

measurement of electron dynamics relies on streak cameras, which measures pho-

toelectron or photoions by pump-probe based attosecond streaking. This kind of

measurement can be achieved by velocity map imaging (VMI) setup, magnetic bot-

tles, etc. However, attosecond streaking has some weakness and limitations. For

example, it intrinsically requires strong laser field that could distort the system un-

der investigation, and the strong laser field can create a significant background of

electrons through strong field ionization processes. Secondly, it detects charged frag-

ments including electrons and ions, which limits measurement speed and signal-to-

noise ratio [49]. Generally, the measurement scheme that relies on charge detection

is susceptible to space-charge effects and distortions.

The attosecond transient absorption spectroscopy (ATAS), or the ATA spec-

troscopy, is the complementary all-optical approach in attosecond sciences, and it is

a natural extension of femtosecond transient absorption spectroscopy. Since the first
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demonstration of ATAS in resolving valence electron motion in krypton [50], ATAS

has drawn lots attention to study atomic and molecular gases, liquid droplets and

vapors, and condensed matter. In this dissertation, bulk of my research work focuses

on applying ATAS to study ultrafast quantum dynamics of electrons in atoms and

molecules.

Figure 1.5: General experimental apparatus for transient photoabsorption spec-
troscopy.



31

CHAPTER 2

Experimental Methods and Setup

In this chapter, I will introduce general experimental setup and principles. First

of all, I will discuss strong and ultrashort femtosecond laser pulse generation in

visible (VIS) and near-infrared (NIR) range with pulse duration compression and

wavelength conversion techniques by hollow-core fiber pulse compressor and opti-

cal parametric amplifier (OPA), respectively. I will also briefly discuss femtosec-

ond pulse characterization techniques. Secondly, I will introduce the generation of

laser-like extreme ultraviolet (XUV) attosecond pulses via high harmonic genera-

tion (HHG), which includes the creation of attosecond pulse trains (APTs) and the

future implementation of isolated attosecond pulse (IAP) by optical gating. Also,

I will introduce the technique to characterize attosecond pulses. In addition, I will

also show APTs with even harmonics generation, and discuss the potential for the

generation of circularly polarized harmonics. Following the ultrafast light source

generation, manipulation and characterization, I will introduce the experimental

apparatus to perform attosecond science, especially for the ATAS.

2.1 Femtosecond IR Laser System

2.1.1 Ti:sapphire Laser Oscillator and Amplifier

In our lab, we use a Kerr-lens modelocking based Ti:sapphire laser oscillator (Griffin-

I, KM Labs) to generate ∼ 30 fs pulses at 78 MHz repetition rate with few nJ pulse

energy, ∼ 400 mW averaged power, central wavelength λ ∼ 780 nm, ∼ 40 nm band-

width, without actively stabilized carrier-envelope phase (CEP). Our femtosecond

laser oscillator is shown on the top portion of Fig. 2.1. This laser oscillator is pumped

by a continuous-wave (cw) Nd:YAG laser (Verdi V6, Coherent). By adjusting the

prism pair position in the oscillator, we can tune the central wavelength by ∼10
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Figure 2.1: Schematic optical layout of the Ti:Sapphire laser system. The system
includes a Ti:Sapphire femtosecond laser oscillator, pumped by a cw Nd:YAG laser,
and a Ti:Sapphire single-stage multi-pass amplifier, pumped by a pulsed Nd:YLF
laser.

nm to adjust XUV HHG central energy slightly for red-shifted or blue-shifted HHG

spectrum.

The seeding pulse from the oscillator is sent to a single-pass cryo-cooled

Ti:sapphire laser amplifier (Dragon, KM Labs), shown on the bottom portion of

Fig. 2.1. The amplification is based on chirped pulse amplifier (CPA) technique.

In the CPA process, a pulse is first chirped by a grating pair, and then sent into

a Pockel cell. Our Pockel cell converts 78 MHz pulse trains to 1 kHz pulse trains.

Then, the picked pulse is sent to a multi-pass amplification setup, namely, the ring.

The ring utilizes a Ti:sapphire crystal cooled by liquid nitrogen and pumped by a

ns pulsed Nd:YLF laser (Photonics Industries, DM30-527). The solid-state Nd:YLF

laser has 20 W average power, with 170 ns pulse duration, and wavelength 527 nm.

We usually use 9–11 passes in the ring to reach high power with one thousandth
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contrast between amplified spontaneous emission (ASE) and the main pulse. The

contrast can mainly be optimized by alignment of the Pockel cell, the multi-pass

ring, and the arrival time of the pumping pulse. After being amplified in the ring,

the pulse is then compressed by another grating pair. The amplified femtosecond

pulse has a 30–40 fs pulse duration at 1 kHz repetition rate, 2 mJ pulse energy, 780

nm central wavelength, and without actively stabilized CEP.

2.1.2 Optical Parametric Amplifier (OPA)

Figure 2.2: Schematic optical layout of the two-stage optical parametric amplifier
(OPA).

In some experiments, an optical parametric amplifier (OPA) (Palitra-FS, Con-

tinuum) was used to convert NIR (λ ∼ 780 nm) femtosecond pulse to longer wave-

length at NIR to MIR range. Our OPA setup is shown in Fig. 2.2. The most

efficient wavelength conversion range occurs when 1200—1800 nm wavelength was

used. The highest efficiency of converting the input pumping power to the output

signal power achieved by us is ∼20%. This OPA is a two-stage collinear OPA. First,

a small amount of energy from an amplified femtosecond pulse is split to gener-

ate white light continuum seeding pulse through a nonlinear crystal, and then the

optical parametric generation (OPG) is implemented with the other femtosecond

pulse to produce two output pulses with a lower frequency, called the signal and the

idler. On the second state, the signal or the idler is further amplified through the
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process of difference frequency generation. After doubling the frequency by a thin

beta barium borate (BBO) crystal, the final output wavelength is measured by a

spectrometer (SPM-002-X, PhotonControl). The shortest pulse duration from our

OPA is ∼30 fs at ∼1500 nm when pumped by a ∼40 fs pulse at ∼780 nm pulse.

The OPA pulse duration is also measured by our FROG setup.

2.1.3 Hollow-core Fiber (HCF) Pulse Compressor

Figure 2.3: (a) Schematic setup of hollow core fiber (HCF) pulse compressor. (b)
Spectra before and after the HCF, respectively. (c) Measured FROG trace of the
few-cycle pulse. (d) Reconstructed field and phase from the few-cycle pulse.

Typical laser pulse duration from our Ti:sapphire amplifier is about 35–45 fs. In

order to further shorten the pulse duration to generate few-cycle pulse, we build a

gas-filled hollow-core fiber (HCF) setup as is shown in Fig. 2.3. First, a femtosecond

pulse is focused and coupled into Argon or Neon gas-filled HCF, with fiber core

diameter 250–750 um, 1 m in length. The highest coupling efficiency ∼ 60 % can be

reached when the focused laser spot size is about 65% of core diameter. Due to the
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self-phase modulation (SPM) process, the bandwidth of the input pulse is broaden

to about 120 nm. After collimation, the output pulse is then compressed by chirped

mirror pairs (Layertec) with 4–6 pairs of bounces, where each bounce provide group

velocity dispersion (GVD) ∼ -45 fs2 at λ ∼600–900 nm. Over broadened spectrum

after the HCF is useless, since the bandwidth that our chirped mirrors can support

is limited. In addition, too many bounces will produce multiple pulses because that

chirped mirrors can only compensate group delay dispersion (GDD), but higher

order terms. A thin fused silica wedge pair are also used after chirped mirrors to

fine tune the GVD. The shortest few-cycle pulse we can generate so far is about 8

fs, which is equivalent to ∼3 optical cycles (o.c.) in 780 nm.

2.1.4 Characterization of Femtosecond Pulses by Frequency-resolved Optical Gat-

ing (FROG)

Figure 2.4: (a) Schematic optical layout of the home-made SHG FROG setup. (b)
An example of a FROG spectrogram. Adapted from C.-T. Liao, Optics & Photonics
News, 13-06-2013.

The speed of the electronics based photodetection with conventional oscilloscope

(real-time oscilloscope) has only tens of GHz range sampling rate, so the optoelec-

tronics can only measure nanosecond pulses. A state-of-the-art broadband sampling

oscilloscope (equivalent-time sampling oscilloscope) measures picosecond pulses. As
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a result, one has to use the autocorrelation techniques such as the self-referenced

spectral interferometry to characterize femtosecond pulses from a laser oscillator,

a laser amplifier, an OPA, or a HCF compressor. These techniques include the

spectral phase interferometry for direct electric-field reconstruction (SPIDER), the

frequency-resolved optical gating (FROG), the two-dimensional spectral shearing

interferometry (2DSI), and the dispersion scan [51–54]. In our lab, we use second

harmonic generation (SHG) FROG to characterize averaged femtosecond pulse du-

ration as shown in Fig. 2.4. The FROG is a spectrally resolved autocorrelation

technique, which measures self-referenced spectrograms as

S(ω, td) =

∫
|ESHG(t)ESHG(t− td)eiωtdt|2, (2.1)

where ESHG(t− td) is SHG signal from a thin BBO crystal at delay td.

A FROG spectrogram S(ω, td) (FROG trace) measured by the spectrometer

is processed using a commercial iterative algorithm (FROG Pulse-Retrieval Code,

Swamp Optics) to obtain the complete information of the laser pulse including the

temporal phase and the electric field.

2.2 Attosecond XUV Pulse Generation

2.2.1 High Harmonic Generation (HHG) for Attosecond Pulse Trains (APTs)

In the process of HHG, a strong laser field with fundamental photon energy ω

(usually in NIR range) is up-converted to weaker but higher harmonics nω in VUV

(vacuum ultraviolet) to XUV range (tens of eV to hundreds of eV in energy). Here,

the upper range of n could be as large as hundreds. This process is very different

compared to that in conventional nonlinear optics regime such as second (n = 2) or

third harmonic generation (n = 3) process. The HHG process is sometimes termed

extreme nonlinear optics. The laser intensity here (>1014 W/cm2) is considered

strong when comparing to the Coulomb field of an atom. The Keldysh parameter,

γ, can further quantify this, by defining the ratio of the laser frequency, ω, to

the tunneling rate, Γt, or the ratio of the ionization (binding) energy, Ip, to the



37

ponderomotive energy, UP . When γ >> 1 and γ << 1, the multiphoton process

and the tunneling process dominate, respectively.

Figure 2.5: (a) Different photoionization regimes categorized by the Keldysh param-
eter. (b) Different approximation regimes categorized by the Keldysh parameter.
Figures adapted from Ref. [2–6].

The HHG process can be understood classically as a simple three-step model il-

lustrated in Fig. 2.6(a). The first step is the tunneling process of an electron leaving

its nucleus. The tunneling rate is high when the strong laser field is comparable to

Coulomb potential (∼5×109 V/cm for a hydrogen atom) with laser peak intensity in

the order of 1014 W/cm2. This tunneling rate can be estimated based on Ammosov-

Delone-Krainov (ADK) theory. The second step of HHG is the acceleration of the

liberated electron due to the laser field in the first half laser cycle, and the electron

will return when the laser field changes its sign during the second half cycle. There

is small probability that the returning electron will collide and recombine with its

parent nucleus, and this is the third step in HHG. The residual energy that electron

gained in the laser field will be released in the form of VUV and XUV photons. The

maximal energy, i.e., the cutoff energy, of the released photon is the sum of kinetic

recollision energy, EKE, and the binding energy or the pondermotive energy, UP , of
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the atom ωcut = EKE + 3.17UP , where Up = e2E2/(4mω2). Figure 2.5(a) shows dif-

ferent photoionization regimes, categorized by multi-photon ionization (MPI), field

ionization, tunnel ionization, and among others. Figure 2.5(b) shows different range

of validity of various approximations such as electric dipole approximation (EPA,

also named long wavelength approximation) and the perturbation expansion [2–6].

Depending on the birth time and recollision time, we can categorize released and

recombined electrons into short or long trajectories. This matters for macroscopic

phase-matching conditions, and it relates the intrinsic chirping in the XUV attosec-

ond bursts called attochirp. The electron recollision happens every half laser cycle,

so the harmonics only include odd harmonics (n = 1,3,5,7,...) based on Fourier

transform relation as shown in Fig. 2.6, which demonstrate attosecond bursts (at-

tosecond pulse trains, APTs) generation. In this classical picture, we notice that

when increasing driving laser wavelength, we can increase the energy gain of elec-

trons and push cutoff energy higher. However, if we consider quantum mechanical

picture regarding the wave nature of the electrons, the dispersion of electron wave

packets will decrease the recollision probability and produce less XUV photon.

Figure 2.6: (a) The classical three-step model for the HHG. Three steps include
tunneling, acceleration, and the recombination of liberated electron wavepackets
in the superimposed laser and Coulomb fields. (b) A sketch of HHG-based APTs
generation in the time-domain perspective.
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2.2.2 HHG from a Hollow-core Waveguide and a Gas Cell

Above discussion on the HHG only considered the process from a single active elec-

tron (SAE) approximation. When generating XUV, one also has to take macroscopic

conditions into account, such as phase-matching conditions. The simplified phase

match condition for the HHG is [55]

k ∼ 2π

λ
+

2πNaδ(λ)

λ
−Nereλ−

u2
nmλ

4πa2
cor

, (2.2)

where λ is the driving laser wavelength, Na is the density of neutral atoms, δ(λ)

is the refractive index difference for the fundamental and the n-th harmonic, Ne is

the electron density, re is classical electron radius, unm is the coefficient from Bessel

function for different mode propagating in a waveguide, and acor is the inner core

diameter of the waveguide. Thus, the first term is the wave vector of vacuum, and

the second term is the wave vector in a neutral gas, the third term is from the

free electron due to the ionization, and the last term is the contribution from a

capillary waveguide geometry, which is absent when a gas cell is used. Essentially,

when generating HHG, one would like to minimize the phase mismatch term ∆k =

nk0 − kn, where n is an integer number of n-th harmonics.

In our experiment, an NIR pulse is focused by a 500 mm focal length concave

silver mirror into a gas-filled capillary waveguide or a gas cell for HHG as shown on

Fig. 2.7. The waveguide is a hollow-core capillary glass capillary with 150 - 250 µm

inner diameter, and 30 mm in length. There are two laser-drilled holes on the top of

the waveguide as inlets of the gas. In addition to the waveguide, we also implement

a gas cell setup to generate HHG. The geometry of the gas cell is designed as a

semi-infinite gas cell (SIGC), where an aluminum foil or a thin aluminum plate can

both be used as a gas-vacuum barrier with a hole drilled in situ by NIR pulse. In our

design, the waveguide and the SIGC setup are interchangeable with least amount of

disruption to the vacuum systems and optical alignment. A 200 nm thick aluminum

thin film filter is used to block residual NIR pulse after a waveguide or a SIGC.

Depending on different gases introduced in the HHG chamber, we can produce
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Figure 2.7: Schematic setup for HHG in (a) a semi-infinite gas cell (SIGC), and
in (b) a gas-filled capillary waveguide. (c) Typical HHG spectra generated from
Xe gas in a SIGC (green) and a waveguide (black), respectively. (d) Experimental
survey of HHG spectral range from various gases based on our laser parameters
and HHG setup. The aluminum filter transmission (T%) for XUV is shown on the
side for reference. The length of the arrows indicate the spectral range in which we
can generate reasonably strong XUV (few nJ per NIR pulse). Black, dark gray, and
light gray arrows indicate relative intensity of the XUV emission. (e) Representative
HHG spectra for higher XUV photon energies from Ar (red dotted) and Ne (blue
solid) gases, respectively. This figure is adapted from Ref. [7]

XUV over a wide energy range with tunable harmonics in each case. A brief ex-

perimental survey on HHG spectra generated from many common gases is shown in

Fig. 2.7(d). The length of the arrows in this figure represents the spectral range in

which we can produce reasonably strong XUV, which is roughly at the level of few

nJ per NIR pulse. The color (black, dark gray, light gray) of the arrows represents

the relative spectral intensity of that XUV, from the strongest (black), moderately
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strong (dark gray), to weak (light gray). We also show an aluminum filter transmis-

sion spectrum (T%) on the right-hand side of the Fig. 2.7(d), where we calculated

the transmission assuming 2 nm Al2O3 oxidization layer on the top of 200 nm thick

aluminum filter. The transmission data are calculated using CXRO data in Ref. [56].

Some representative HHG spectra covering the XUV energy range from 20 eV to 70

eV (∼62 nm to 18 nm) are shown in Fig. 2.7(c) and (e).

The XUV emission is in the form of odd harmonics due to the centrosymmetric

nature of atomic gases, where the nth harmonic will have photon energy nωNIR,

where ωNIR is the fundamental driving NIR frequency corresponding to the central

wavelength in the range 778–788 nm. The use of molecular gases, however, can

include weak ‘even’ harmonic emission as well. It should be mentioned that the

reported XUV spectral ranges and relative intensities are based on our femtosecond

NIR pulse parameters, as well as our focusing and interaction geometry in the form

of a waveguide or a SIGC. In general, the waveguide and the SIGC produce similar

HHG spectral profile. However, individual harmonics from a waveguide will have

slightly higher photon energy, i.e. nωNIR + ωshift, where the blue shift ωshift is typically

< 0.5 eV, as shown in Fig. 2.7(c). Thus, one can see that the origin of the blue

shift comes from the fact that more plasma is generated from a SIGC geometry

then that from a waveguide, which changes the phase match conditions for HHG.

Besides, Fig. 2.7(c) shows that each individual harmonic from the waveguide has

a broader bandwidth compared to that from a SIGC. As for the spectral intensity,

SIGC usually has stronger peak intensity comparing to that in a waveguide, and this

is due to the coupling losses in a waveguide based HHG. The mechanisms behind

the spectral range tuning of XUV emission from various gases in a waveguide or

in a SIGC can be attributed to the detailed phase matching considerations, which

is beyond the scope of this paper. Detailed discussion of HHG phase-matching

conditions can be found in Ref. [57, 58].
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2.2.3 Even and Circularly-polarized Harmonics Generation

As discussed previously, a typical HHG only includes odd harmonics because of the

symmetry that atomic and molecular gases are isotropic medium and the high har-

monic bursts are produced every one-half cycle of the laser field. One has to break

the symmetry of the gas medium or the sinusoidal nature of the laser field cycle

in order to generate even harmonics. In Fig. 2.8(a), a simple two-color setup to

break laser cycle symmetry is demonstrated. For example, the fundamental pulse

has 800 nm wavelength and its second harmonic has 400 nm wavelength. The setup

is intended to introduce a collinear and temporally overlapped second harmonic to

break the symmetry in the HHG process. First, a thin BBO crystal is introduced

to get the SHG from the fundamental harmonic. Due to the phase match condition

of the eeo or the ooe condition in nonlinear optics, the field polarization of the SHG

is perpendicular to the fundamental. Also, the second harmonic will have different

GVD compared to that of the fundamental. Thus, a subsequent calcite plate is

introduced in the setup to compensate for the GVD difference between two colors,

so that there will be no group delay between them. The last component in the setup

is a half wave plate (λ/2 plate) for the fundamental wavelength to rotate its field

polarization by 90o, and this wave plate also works as a full wave plate (λ plate) for

the second harmonic, in which there will be no polarization change. The experimen-

tal results by implementing this setup are shown in Fig. 2.8(c) and (d) in xenon gas.

Figure 2.8(c) shows a raw image on the X-ray spectrometer, where we can observe

that two additional even harmonics H14 and H16 are produced. Figure 2.8(d) is

the vertically integrated spectrum from the raw image. By controlling the relative

intensity of the second harmonic and its time delay relative to the fundamental, we

can fine tune the relative spectral intensity of even harmonics, comparing to the odd

harmonics.

The HHG process we have discussed so far is for linearly polarized XUV field.

Many researchers have been trying to generate circularly polarized XUV field. Direct

conversion using an XUV waveplate is very challenging and expensive due to the lack
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Figure 2.8: ((a) Schematic optical setup for the even harmonic generation. (b)
Schematic optical setup for the circular harmonic generation. (c) An example raw
image of the even harmonics from xenon HHG shown on the spectrometer. (d) An
example spectrum of the even harmonics from xenon HHG, integrated from (c).)

of proper phase retardation material in XUV region. An alternative approach is to

generate circularly polarized XUV pulse directly. As shown previously in Fig. 2.6(a),

the third step of the three-step model is the recollision or the recombination of the

liberated and accelerated electron to its parent ion driven by the laser field. One

can imagine that if the driving laser field is nonlinearly polarized, there is no chance

for the electron to meet its parent ion. Thus, generating circular HHG is nontrivial,

if not impossible. Recently, a clever way to produced circularly polarized HHG was

demonstrated in Ref. [59], which utilized two-color circular driving laser fields. By

combing two laser pulses with different colors, steering electrons back to their par-

ent ions become possible. In this novel approach, the first two optical components

needed is the same as that for the even harmonic generation in order to get collinear

and overlapped fundamental and its second harmonic as shown in Fig. 2.8(b). The

third component needed is different–a zeroth-order super-achromatic quarter wave

plate (λ/4 plate) for both fundamental and its second harmonic. With this wave-

plate, the two color pulse will show counter-rotating electric fields to drive the HHG.

We plan to implement this setup to implement XUV circular dichroism for material

study [60].
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2.2.4 Isolated Attosecond Pulse Generation

As discussed earlier, when a driving NIR pulse has multiple optical cycles, attosecond

pulses will be generated. Even with a few-cycle NIR pulse, more than one or two

attosecond bursts are expected. Applying optical gating techniques on a driving IR

field is needed to get a single isolated pulse, so that effectively only one-half optical

cycle of the driving pulse is used for the HHG process. Many approaches have been

developed over past decades [61], such as the amplitude gating, the polarization

gating, the angular streaking. We have implemented one of the polarization gating

methods called the double optical gating (DOG) to get few-pulse APTs. Note that

without actively stabilized CEP, one could either get one or two attosecond pulses

depending on the CEP of that particular driving IR laser pulse. Our work to get

isolated attosecond pulses is still in progress.

2.2.5 Characterization of Attosecond Pulses

We use a pump-probe based photoelectron interferometry called Reconstruction

of Attosecond Beating by Interference of Two-Photon Transition (RABBIT) [62]

to characterize attosecond pulses. The RABBIT was developed for measuring the

average duration of the attosecond pulses in a train, which assumes that the duration

of the attosecond train does not change from pulse to pulse. When an atom is ionized

by XUV APTs, the discrete XUV harmonics create photoelectron wavepackets in

the continuum at different discrete energies, where these wavepackets are almost

exact replicas of the XUV pulses. Therefore, we can extract temporal and spectral

information of XUV APTs by measuring these photoelectrons. It is shown that

when electrons are ionized from atoms in the presence of the harmonics (nω, the

XUV photon) and the fundamental (1ω) NIR field, the absorption, and emission of

one NIR photon from the photoelectrons in the continuum can form photoelectron

sidebands. The photoelectron sidebands are located at an energy between the two

consecutive harmonics (for example, the 15ω and the 17ω) due to two different two-

photon ionization interfering pathways such as the 15ω+1ω and 17ω-1ω. The phase
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of this interference pattern can be modulated by varying the time delay between

the XUV and the NIR pulse. Then the phase difference between the two harmonics

can be used to reconstruct the APTs in the time-domain. In our lab, we use a

Velocity Map Imaging (VMI) detector to measure photoelectrons from argon to

get the RABBIT scan. Detailed descriptions of the VMI setup and our RABBIT

measurement can be found in Ref. [15, 63].

2.3 The Attosecond Transient Absorption (ATA) Spectroscopy

In our pump-probe measurement, one of the split NIR pulses is used as a strong-

field pumping/perturbing/controlling pulse with intensity, field polarization, and

the wavelength controlled by combining waveplates, polarizers, and an OPA setup.

The pumping NIR pulse is delayed by two delay stages in line. One stage has ∼2

femtoseconds (∼100 µm/step) delay precision driven by a stepper motor (Melles

Griot), and the other stage has ∼6.6 attoseconds (∼1 nm/step) delay precision

driven by a digital piezo translator (DPT) (DPT-C-S, Queensgate Instruments).

Thus, 40 DPT steps correspond to ∼1 optical cycle (o.c.) of 780 nm wavelength

pulse. Note that the backlash of the stepper motor could lead to ∼13 fs shift.

The maximal peak intensity of this pumping NIR is few TW/cm2 at the transient

absorption gas cell.

We use a home-made XUV spectrometer in all experiments, which includes a

concave ruled reflective grating and a back-illuminated thermoelectric-cooled X-ray

CCD camera (PIXIS-XO 400B, Princeton Instruments). Two different gratings can

be used, namely, (i) Richardson Gratings 52025BK02-691D , 1200 grooves/mm, 1

m radius of curvature, gold coated, blaze angle of 1.5o, and (ii) Richardson Gratings

52020BK02-762D, 1200 grooves/mm, 1 m radius of curvature, gold coated, blaze

angle of 2.3o. A 200 nm thick aluminum foil filter (Lebow Co.) is mounted in

front of the camera to filter out the NIR. The spectrometer detects transmitted

XUV spectra with a resolution of ∼10 meV at 24 eV. This resolution is measured

based on a typical helium transient absorption data. As our spectrometer cannot
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resolve the narrow NIR-free absorption lines at window resonance for target gases

such as helium, the transmitted XUV spectrum, IXUVout , in the absence of NIR field,

is essentially the same as the input XUV spectrum, IXUVin . Therefore, we can use it

as a reference for evaluating measured OD in our experiments.

Figure 2.9: (a) A schematic for the shutter setup. (b) A schematic of the timing
diagram for the shutter control and the camera frame acquisition.

We also use a shutter (Uniblitz VS25, Vincent Associates) on the NIR pumping

beamline to get near-instantaneous background (i.e., NIR free) XUV spectra IXUVout

at each camera exposure. In the following, we briefly describe how to implement

the frame acquisition with subsequent shutter-on and shutter-off scheme.

First, A logic-out signal at acquisition frequency f (such as 10 Hz, exposure time

0.1 s) from the X-ray camera is sent to a frequency divider and to generate a f/2

TTL signal. Then, this f/2 signal is fed into a solid-state relay. The output of

the solid-state relay is connected to a shutter and a built-in shutter driver in the

X-ray camera. Figure 2.9 illustrates the shutter setup and its timing control. A

typical experimental OD is obtained by calculating consecutively measured XUV

spectrum with the NIR, and without the NIR for 0.1–0.5 s exposure time per CCD

frame. We then average 40-400 frames at each delay step. Thus, an individual

spectrum represents an average of 4,000-200,000 laser shots at each delay step. In

this dissertation, we use the convention that the XUV pulses proceed the IR pulse

is called negative time delay.
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CHAPTER 3

The Helium Experiments

3.1 Part I: Beyond the Single-atom Response in Absorption Lineshapes: Probing

a Dense, Laser-dressed Helium Gas with Attosecond Pulse Trains

(This section is adapted from C.-T. Liao et al., ”Beyond the single-atom response

in absorption lineshapes: Probing a dense, laser-dressed helium gas with attosecond

pulse trains.”, Physical Review Letter 114.14, 143002 (2015), as in Ref. [64])

3.1.1 Introduction

The development of attosecond (10−18 sec) XUV spectroscopy [65] has opened new

possibilities for application of transient absorption in real-time measurement and

control of physical, chemical and biological processes at the natural timescale of

electron motion [50, 66]. In particular, recent studies of attosecond transient ab-

sorption (ATA) in helium atoms have focused on how the presence of a moderately

strong IR pulse alters the XUV absorption process at the single-atom level, for in-

stance via the AC Stark-shifts [67], or the appearance of new light-induced states

[68]. The ability of the IR field to alter the shape of the absorption profile from

symmetric to dispersive or vice versa through a phase shift of the XUV-initiated

time-dependent dipole moment has also been demonstrated [69–73].

Most ATA experiments to date have assumed that the measured macroscopic

optical density is directly proportional to the single-atom absorption cross section

σ(ω) [67, 68, 70, 74, 75]. This implicitly assumes Beer’s law for dilute-gas absorption,

Iout(ω) = Iin(ω)e−ρσ(ω)z, where ρ is the atomic density and z is the propagation dis-

tance, even though many of these measurements were performed at relatively large

optical densities, necessitated by the weak XUV sources. Only one experiment (with

theory) has explicitly addressed propagation effects [76], in addition to a number of
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Figure 3.1: (a) The experimental setup for ATA spectroscopy. (b) Typical XUV
transmittance spectra with (red) and without (black) the IR field with Helium states
labeled. (c) The optical density retrieved from (b).

calculations [71, 77–79]. As attosecond science moves to more complex systems such

as liquids, solids, and bio-materials which generally have higher densities [80–82],

it becomes imperative to understand macroscopic effects beyond Beer’s law, and in

particular how they can be disentangled from laser modification effects in ATA.

In this work, we extended ATA spectroscopy to the more general case where col-

lective effects enter into both experimental and theoretical considerations, by inves-

tigating the transient absorption of an attosecond pulse train (APT) in an optically

thick helium sample interacting with a moderately strong IR pulse. We considered

the interplay between two different processes that can reshape the absorption line

- the IR-induced phase shift of the time-dependent dipole moment [70–73] and the

macroscopic resonant propagation of the XUV pulse [83]. We showed that initially,

the two processes act independently so that the main effect of propagation is to

broaden the characteristic line shape controlled by the IR perturbation (IRP). At

higher pressures or longer propagation lengths, we observe new spectral features near

the line center. We establish the origin of these features in terms of the propagation-

induced temporal reshaping of the short XUV pulse due to narrow-band resonances
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in He gas. The temporal reshaping is a collective effect which has been observed

and utilized in a range of applications from nuclear spectroscopy to quantum-well

exciton studies and is often referred to as resonant pulse propagation (RPP) [83].

In this work, we explicitly observe its effects in ATA for the first time and show how

the interplay between the single-atom IRP and the collective RPP effects manifests

itself in the absorption profile.

3.1.2 Experimental setup

Our experiment (Fig.3.1(a)) utilizes Ti:Sapphire laser amplifier to produce 40 fs

IR pulses at 1 kHz repetition rate with pulse energy 2 mJ, central wavelength 786

nm, and full width at half maximum (FWHM) bandwidth 26 nm. The XUV APT

with ∼440 attosecond bursts and ∼4 fs pulse envelope is obtained by high harmonic

generation in a Xenon filled waveguide. The APT is dominated by harmonics 13,

15, and 17. The XUV and IR pulses are combined using a mirror with a hole and

focused into a 10 mm long He gas cell with a backing pressure of a few Torr, covered

by Aluminum foil. The IR laser drills through the foil, allowing both XUV and IR

beams to propagate. A spectrometer detects the transmitted XUV spectrum with

a resolution of ∼7 meV at 24 eV.

Typical XUV transmission spectrum (Fig.3.1(b)) measured at 8 torr backing

pressure, with (black curve) or without (red curve) an IR pulse of 3 TW/cm2 peak

intensity. The XUV-IR delay is τ = +25 fs, meaning XUV arrives after the IR.

We average more than 10,000 laser shots with fluctuating carrier-envelope phase,

so the observed absorption lineshapes represent an average over the sub-cycle delay

variation. As our spectrometer cannot resolve the narrow field-free absorption lines,

the transmitted XUV spectrum I0 in the absence of IR field is essentially the same

as the input XUV spectrum. We therefore use it as a reference for evaluating the

optical density, OD(ω, τ) = − log10(I(ω, τ)/I0), where I(ω, τ) is the transmitted

XUV spectrum in the presence of the IR [74]. The spectral lineshape is strongly

modified in presence of IR field, and both absorption (OD > 0) and emission (OD <

0) features are observed (Fig.3.1(c)). Moreover, the lineshapes are no longer simple
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Lorentzian-like peaks, but also include dispersive Fano-like profiles [84].

3.1.3 Simulation method overview

Our theoretical framework for ATA in laser-dressed He is described in [77]. Briefly,

we numerically solve the coupled time-dependent Schrödinger equation (TDSE), in

the single active electron approximation, and the Maxwell wave equation (MWE).

This yields the space- and time-dependence of the full IR- and XUV-electric field at

the end of the gas. The optical density is then OD(ω) = − log10[Iout(ω)/Iin(ω)],

where I(ω) is the radially integrated yield. We use an APT synthesized from

harmonics 13 through 17, with initial relative strengths of 1:6:10 and all initially

in phase. The FWHM duration of the APT is ∼5 fs, and the peak intensity is

1010 W/cm2. The IR pulse has a central wavelength of 770 nm, a FWHM duration

of 33 fs, and a peak intensity 2 TW/cm2. For computational reasons, we consider

a cell of length 1 mm and choose the range of pressures so that the evolution with

pressure is similar to that of the experiment. A decay time of ∼60 fs is imposed on

the time-dependent polarization, to match the observed absorption line widths at

low density, in the presence of the IR [68].

Fig. 3.2(a) shows the measured OD around the He 1s2p line for different backing

pressures , when the XUV-IR delay is approximately zero. Unlike ATA spectra in

dilute gas (black curve) that exhibit a Fano-like profile with a broad peak and valley,

we observe a complicated lineshape with finer absorption and emission features

(colored curves). The lineshape strongly depends on the density of our thick sample,

or more precisely, the pressure-length product in the gas cell. We observe broadening

of the outer features of the lineshape, with the absorption peak on the left and the

emission valley on the right both moving outward from the center as the pressure

increases. In addition, we observe new sharp absorption features that appear on

line center and move outward.

Fig.3.2(b) shows the OD calculated within the TDSE-MWE framework which

in general agrees well with the experimental results.The energy axis of the theory

curves has been shifted by about 0.1 eV to account for the small off-set of the
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Figure 3.2: Experimental (a) and theoretical (b) OD spectra around the He 1s2p
state, in the presence of the IR field, and at different backing pressures. Arrows
indicate new sharp spectral features.

1s2p energy predicted by the pseudo-potential used in the TDSE calculations. To

mimic the experimental delay resolution and carrier-envelope phase instability, the

calculations have been averaged over a half IR cycle of delays around zero.

Fig.3.3(a) and (b) show measured and calculated lineshapes of higher lying 1snp

states, where n = 4, 5, 6, .... Unlike the 1s2p state, these np lines show better defined

Fano-like profiles, and the changes with pressure are less dramatic. Similar to the

1s2p line, the lineshapes are broadened, and both absorption and emission features

are enhanced and move outward from the center of each resonance as the pressure

increases. However, in contrast to the 1s2p line, we do not observe new sharp

features.

3.1.4 Model calculation and simulation results

In the following, we will show that the spectral reshaping of the IR-controlled ab-

sorption profile originates in the RPP-induced temporal reshaping of the XUV pulse.

To this end, we have performed a series of simpler TDSE-MWE calculations in which

the TDSE is solved for a two-level system interacting with a resonant light field. We

use an isolated 400 attosecond pulse centered on 21.1 eV, and we impose a ∼110 fs
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Figure 3.3: Experimental (a) and theoretical (b) OD around the He 1snp states in
the presence of IR.

decay time on the time-dependent polarization. The effect of the IR pulse is modeled

as a time-dependent phase that accumulates on the upper state amplitude, propor-

tional to the IR intensity, as if the laser-imposed phase was strictly proportional

to the Stark shift [71]. The IRP and the attosecond pulse begin at the same time.

The IRP magnitude and the atomic density are chosen to match the experimentally

observed line shape.

Fig.3.4(a-c) shows the evolution of the OD with propagation distance in a 1 mm

medium with a density of 3×1016 cm−3, perturbed by a short, 2.7 fs, IR pulse. In the

first half of the medium, the main effect of propagation is a linear broadening and

increase of the initial dispersive-like line shape. In the second half of the medium,

in addition to the broadening, we see the formation of a new sub-structure on line-

center (21.1 eV). Further propagation (or higher density, thin blue line in Fig.3.4(b))

leads to additional broadening and the formation of a new substructure via splitting

and separating of the first sub-structure into two.

Fig.3.5(a) shows how the XUV pulse is temporally reshaped by RPP and develops

a weak tail with longer and longer sub-pulses in it. As first discussed by Crisp

[85], the number of these sub-pulses increases and their duration decreases with

propagation, as seen from the comparison of the low and high density cases. In the
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time domain, this RPP-induced reshaping can be understood as the consequence of

the long tail of the electric field generated by the resonantly excited time-dependent

dipole moment, the duration of which is determined by the effective lifetime of

the upper level. This newly generated, long-lasting, electric field is out of phase

with the driving, short-pulse, electric field, which leads to destructive interference

(absorption) for a narrow range of frequencies. As the long tail of the electric field

propagates through the medium, it in turn will excite new time-dependent dipole

moments which will give rise to electric fields out of phase with that of the original

tail (eventually giving rise to a new sub-pulse), and the process repeats. We note

that this reshaping happens independently of the IR dressing field. The results in

Fig.3.5(a) were calculated in the absence of the IR, and are almost identical to the

case when the IR is included. On the other hand, in the absence of reshaping, the

IRP imposes a phase shift which builds up while the IR pulse is on, and then remains

with the time-dependent dipole moment. The newly generated electric field will then

no longer be exactly out of phase with the driving electric field. This manifests itself

in the absorption spectrum as a more complex line shape in which some frequencies

are absorbed and some are emitted, for instance as in Fig.3.4(a), and where the line

width is determined by the lifetime [70–72].

Combining our understanding of the RPP and the IRP, we see that the primary

effect of the RPP-induced reshaping is a shortening of the effective lifetime during

which the IR-perturbed dipole moment oscillates, corresponding to the duration

of the first sub-pulse in the XUV time profile [83]. This is because the phase of

the electric field changes sign in the subsequent sub-pulse, thereby oscillating out

of phase with the field that generated it which leads to renewed absorption and

effectively ends the phase influence of the IRP. The RPP-shortened effective lifetime

of the IRP causes the broadening of the IR-perturbed line shape. The new, narrow,

absorption features are caused by the subsequent, longer, sub-pulse, and they do

not (at first) alter the main IRP line shape.

This explanation suggests that the IR-controlled change in the absorption profile

remains a characteristic of the IRP as discussed in [70, 72] as long as the effective,
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Figure 3.4: Two-level TDSE-MWE calculations of OD. (a) and (b) show the initial
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ρ = 3× 1016 cm−3, perturbed by a 2.7 fs IR pulse. Final OD for ρ = 6× 1016 cm−3

is also shown (thin blue line). (c) OD evolution with propagation distance, OD(z),
for ρ = 3 × 1016 cm−3 case in (a) and (b). (d) OD(z) for ρ = 3 × 1016 cm−3 and a
longer IRP (13 fs); the final OD for this is shown in (e).

RPP-controlled, lifetime is much longer than the IR pulse. However, when the

two time scales become comparable, this simple picture breaks down and the time-

dependent dipole moment will exhibit a more complicated amplitude and phase

dependence. This is demonstrated in Fig.3.4(d) which shows OD(z) in the lower-

density case where the IR pulse duration τIR = 13 fs, which is close to the 1/e

duration of the first sub-pulse, T1/e, in the reshaped time-profile in Fig.3.5(a) (thick

red line). After ≈ 0.4 mm of propagation (when τIR ≈ 2T1/e), the linear increase of

both the spectral width and the maximum and minimum values of the OD breaks

down, and the narrow feature on line center strongly increases. This results in a

final line shape (Fig.3.4(e)) which is both narrower than what RPP-reshaping would

predict, and very different from the initial line shape, with a strong central feature
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blue line). (b) The spectral phase accumulation vs. z. The white area marks where
the spectral phase is larger than π/2 or smaller than −π/2.

and several extra features in the wings.

We observe similar effects for the 2.7 fs IR pulse for higher pressures, when the

first sub-pulse becomes comparable to the IR pulse. In such cases, the relationship

between the IRP and the absorption line shape is no longer simple, but depends

explicitly on a self-consistent process in which the reshaped pulse and the IRP both

play a role. In the experiment, this limit has been reached for the 1s2p absorption

line shape at the highest pressures shown in Fig. 2, where the broadening saturates

and the strength of the narrow, central, feature dominates.

On the contrary, the line shape around the 1snp resonances in Fig. 3 is predom-

inantly broadened because the single atom response is weaker for these transitions,

and the temporal reshaping of the XUV pulse is less severe.

Finally, we briefly present a frequency domain picture of the RPP-induced tem-

poral reshaping. Fig.3.5(b) shows the z-dependence of the XUV spectral phase

accumulated due to dispersion. In the absence of the IRP, the spectral bandwidth

over which significant phase is accumulated increases linearly. In the frequency do-

main, a phase change of more than π will lead to a sign-change and thereby the

formation of a new sub-pulse in the time domain. The temporal reshaping can thus
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equally well be thought of as being driven by dispersion in the frequency domain. In

the absence of the IR, this broadening is primarily present in the spectral phase, but

when the IR is present it also manifests itself as broadening of the absorption line

width itself. A similar effect was observed in the strong-field limit in the absorption

profile of a broadband pulse that was intense enough to induce Rabi cycling between

the resonant levels [86].

The combined time- and frequency picture offers a guideline for when macro-

scopic effects cannot be ignored when interpreting an ATA line shape: when T1/e

of the first sub-pulse becomes comparable to (approximately twice as long as) τIR.

The former can be estimated from the bandwidth ∆ω over which the accumulated

spectral phase φ(ω, z) = χ′(ω)ω/cz is larger (or smaller) than ±π/2, as T1/e ≈ 2
π∆ω

,

where χ′(ω) is the (IR- and spectrometer-broadened) susceptibility. Under this cri-

terion, the spectral phase on line center can still accumulate many factors of π.

Therefore, this guideline on bandwidth is much less restrictive on the experimental

density than considering the first time the spectral phase χ′(ω)ω/cz equals π which

usually happens within tens of microns of propagation at typical ATA densities [76].

3.1.5 Summary

In summary, we have studied ATA in laser-dressed He, in the limit where the gas

medium is optically dense so that macroscopic effects influence the absorption line

shapes. In both experiment and calculations we clearly observe the characteristic

spectral signatures of temporal reshaping of the XUV pulse as it propagates through

the resonant medium: the broadening of the bound state resonance profile as well

as the emergence of new, narrow features at the resonance energy. These results

represent a novel manifestation of the general phenomenon of resonant pulse propa-

gation [83], in our case in the weak attosecond pulse regime, in which a moderately

strong IR pulse facilitates the spectral measurement of an effect which is otherwise

only apparent in the time-domain. The new regime of RPP can be applied for tai-

loring high frequency light fields [87], thereby controlling light matter interaction

on extremely fast timescales. Finally, we use our frequency-domain interpretation
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of this phenomenon to propose a guideline for when macroscopic effects cannot be

ignored in an ATA experiment: when the time scale of the first sub-pulse in the

reshaped XUV field is comparable to the duration of the IR perturbation. This

will be useful in a range of transient absorption experiments in which one aims to

learn about the dynamics of a quantum system from the shape of the absorption

profile, for instance under the influence of an IR pulse [88], but where experimental

conditions necessitate using a relatively dense medium.

3.2 Part II: Exploring the Interplay between Resonant Pulse Propagation and

Laser-Induced Line Shape Control: A Systematic Study

(This section is adapted from C.-T. Liao et al., ”Attosecond transient absorption in

dense gases: Exploring the interplay between resonant pulse propagation and laser-

induced line-shape control.”, Physical Review A 93, 033405 (2016), as in Ref. [89].)

3.2.1 Introduction

Important experimental and theoretical advances have been made in the field of tran-

sient absorption spectroscopy in the past few years due to the application of novel

attosecond (10−18 sec) extreme ultraviolet (XUV) light sources [90]. Since 1990’s,

conventional femtosecond transient absorption spectroscopy has been routinely ap-

plied as a powerful tool to study phenomena ranging from basic photophysical and

photochemical processes to the workings of biological complexes responsible for vi-

sion [91], light-harvesting [92] etc. Attosecond light sources, either in the form of

attosecond pulse trains (APT) or isolated attosecond pulses [74, 93], have led to a

major improvement in the temporal resolution of transient absorption spectroscopy,

opening the pathway for direct observation of electron dynamics on their natural

timescales. The attosecond approach offers immense potential for the study of com-

plex electronic processes, e.g. correlation driven charge migration, which occur on

attosecond to few-femtosecond timescale [94].

Several recent attosecond transient absorption (ATA) experiments have demon-
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strated the observation and manipulation of electron wavepacket dynamics in dilute

atomic gases, such as krypton [50, 95], argon [66], neon [96], helium [67, 97, 98],

dilute molecular gases such as bromine [99], and solid-state thin films such as silica

[80], cobalt oxide [100], etc. These efforts have resulted in better understanding of

many fundamental physical phenomena including valence electron motion, autoion-

ization, transient electric conduction, light-induced virtual states [101], gain/loss

mechanisms [102], and lineshape modification [66, 72, 103, 104].

In the majority of ATA experiments and calculations on gaseous samples, how-

ever, the temporal and spectral properties have been studied assuming a single-

atom response, i.e., the dilute gas assumption in which absorption follows the

Beer-Lambert law. Few attempts have been made to observe [64, 105] or calculate

[77, 79, 105–109] ultrafast transient absorption in dense media, where the collective

interaction effects and nonlinear response of the electric dipoles or atomic polariza-

tions are important. Recently, we found experimentally and theoretically that when

a dense medium is investigated with ATA, the macroscopic XUV pulse propaga-

tion effect cannot be ignored, and the complicated coupling between XUV field and

atomic polarizations must be taken into account [64]. In particular, we observed

clear signatures of resonant pulse propagation (RPP) effects in the XUV absorption

spectra [64].

RPP was first discussed in the 1970s [110, 111] and describes a very general

phenomenon in which a short pulse propagating through a medium with long-lived

resonances will undergo strong temporal reshaping. Detailed analysis of the effects

of RPP is available for the propagation of visible and near-infrared (IR) femtosecond

and picosecond pulses [112, 113], and more generally RPP has been observed and

utilized in a range of applications from nuclear magnetic resonance to quantum-

well exciton studies [83]. More recently, it has been discussed in the context of

propagation of zero-area, single-photon pulses [114]. The temporal reshaping caused

by RPP is illustrated in Fig. 3.6 for an XUV pulse with a duration τxuv = 5 fs

propagating through an 16 Torr helium gas in which it is resonant with a transition

with a decay time γ = 60 fs. The figure illustrates how the short pulse initially
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Figure 3.6: Illustration of resonant pulse propagation of a 5 fs XUV pulse propagat-
ing through a 16 Torr helium gas in which the XUV light excites a resonance with a
60 fs decay time. We show the XUV electric field strength at different propagation
distances up to 1 mm, with the initial pulse shown as the dotted line. The XUV
pulse quickly develops a long tail consisting of a series of sub-pulses which shorten
with propagation.

builds up a long tail which then subsequently develops into a series of sub-pulses.

Each sub-pulse is longer in duration and weaker than the previous sub-pulse, and

in each sub-pulse the electric field changes its phase by π relative to the previous

sub-pulse (not shown). The RPP effect is driven by the large spectral phase which

can be accumulated due to dispersion (each accumulated phase of π in the spectral

domain leads to a sign change of the electric field in the time domain) and leads to

reduced absorption compared to Beer-Lambert’s law [110]. In the limit of very long

lifetime (γ >> τxuv), the electric field envelope as a function of propagation distance

z, pressure P , and time t will be proportional to the first order Bessel function [112]:

E(z, t) ∝ J1(
√
aσ0γPzt)√
t

, (3.1)

where σ0 is the absorption cross section on line center and a is a proportionality

constant. For a given system the magnitude of the reshaping and the duration of the

sub-pulses are thus determined by the pressure-length product Pz, and are strongly

influenced by the oscillator strength and lifetime of the transition.

This work is intended as a systematic experimental and theoretical investigation

of the XUV spectral line shapes associated with ATA in a dense helium gas sample
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that has been laser-dressed by a moderately strong infrared (IR) field of varying

intensity and polarization, over a range of time-delays and gas pressures. We are

in particular interested in exploring how the interplay between the microscopic IR-

laser-dressing and the macroscopic RPP reshaping affects the transient absorption

of the attosecond XUV pulse. The RPP effect in our experiment leads to the tempo-

ral reshaping of the probing XUV, while the IR perturbation facilitates the spectral

measurement of this effect because of its role as a time-dependent phase-shift of

XUV induced dipole polarization. Apart from exploring a new temporal and spec-

tral regime, our work, unlike earlier RPP studies, employs a two-color IR-pump

XUV-probe configuration. Our results elucidate the complex interplay between the

XUV and IR pulses, enabled by the nonlinear medium, in both time and frequency

domain descriptions. We find that the propagation-induced XUV reshaping influ-

ences conclusions and interpretations one can draw from IR-induced spectral line

shapes as a function of XUV-IR delay, IR intensity, IR polarization and gas sam-

ple density. Reversely, we also find that the IR pulse influences the RPP induced

temporal reshaping, especially when the IR pulse is long. We believe that incorpo-

rating such macroscopic propagation effects will become more and more important

as pump-probe ATA spectroscopy moves towards investigations of complex systems,

e.g., dense plasmas, condensed phase systems, and biological samples.

The section is organized as follows: In Subsection 3.2.2 we discuss the ATA

spectral line shape in a dense laser-dressed helium gas as it evolves with respect to

the relative XUV-IR delay and give a general introduction to the interplay between

RPP and the laser-dressing effects. Subsections 3.2.3, 3.2.4 and 3.2.5 present exper-

imental and theoretical studies of the line shape dependence on the IR intensity, the

gas pressure, and the relative XUV-IR polarization, respectively. We end the work

with a brief conclusion in Subsection 3.2.6.

3.2.2 Spectral lineshape evolution

We start by investigating the evolution of the OD with respect to the relative delay.

Fig. 3.7(a) and 3.7(b) show the transmitted (blue curves) and reference (purple
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Figure 3.7: Experimentally measured spectral lineshape evolution as a function of
delay. (a) and (b) shows transmitted (blue curves) and reference (purple shaded
area) XUV spectra around H13 and H15, respectively. (a) is scaled up by a factor
of 4 in comparison to (b) for a better view. (c) and (d) show the evolution of the
OD as a function of XUV-IR delay. The scale bar on the right represents signal
magnitude corresponding to OD = 0.2.

shaded area) XUV spectra of H13 and H15 at τ ∼ 0. The helium backing pressure

is 8 torr and the IR intensity used is ∼3 TW/cm2. The relevant He field-free energy

levels, e.g. 1s2p, 1s4p, 1s5p, ..., and up to the ionization potential (Ip), are labeled

at the top of the figure.

The transmitted spectra illustrate that at some XUV photon energies, the spec-

tral intensity is larger than the reference spectra. Unlike traditional static absorption

spectra, the presence of the external IR field modifies the time-dependent dipole mo-

ment which has been initiated by the XUV field, predominantly by the addition of

a time-dependent phase due to the AC Stark shift of the excited state [66, 103, 107].

In the spectral domain, this leads to a redistribution of energy between the light field

and the atom and generally gives rise to transient absorption profiles that include
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Figure 3.8: (a,b) Calculated XUV time profiles at two different propagation dis-
tances z = 0.25 mm (a) and z = 1 mm (b) in an 8 Torr helium gas, dressed by
a 2.25 TW/cm2 IR pulse, with their corresponding optical density spectra shown
above. In (a) one long sub-pulse is visible in addition to the initial pulse centered on
t = 0, and in (b) two sub-pulses are visible. The figure also shows an approximate
time-dependence of the phase shift imposed by two different IR pulses of duration
13 fs (thin dashed lines) and 33 fs (thin dotted line).(c,d) Spectral lineshape (OD)
obtained in the presence of IR pulse for the two propagation distances of 0.25 mm
(c) and 1mm (d).

both positive and negative values, corresponding to absorption (loss) or emission

(gain) at different frequencies. In the simplest possible case in which one starts with

a purely Lorentzian absorption line shape around a bound state resonance and then

adds an instantaneous phase shift due to a short IR pulse, the resulting absorption

line shape can be varied smoothly between a Lorentzian, a dispersive (Fano, [84]),

and a window resonance line shape depending on the magnitude of the laser induced

phase (LIP) shift. This was discussed extensively in [103] and other papers.

Fig. 3.7(c) and (d) show the OD spectral lineshape evolution as the delay

changes. For large positive delays, τ > 70 fs, all of the IR pulse arrives before

the XUV pulse and the OD is flat ∼ 0 which means that there is no change in the

absorption relative to the reference spectrum. Since the IR pulse is too weak to excite
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Figure 3.9: (a,E) - (f,E): Experimentally measured IR intensity dependent OD
spectra around the 1s2p (first column) and 1snp (second column) lines at some
representative delays. (a,T) - (f,T): Calculated OD spectra at some comparable
delays. Note that RPP induced peaks are only visible in the 1s2p state.

the helium atoms in the absence of the XUV field, at these delays the only absorption

is due to the unperturbed bound states which cannot be resolved by our spectrometer

due to their long lifetimes. In contrast, at large negative delay, e.g., τ < -370 fs, when

the XUV comes first, we observe traditional near-Lorentzian (Voigt) line shapes in

the OD spectra. The Voigt profile results from the convolution of two broadening

mechanisms manifesting as Lorentzian and Gaussian, where the Gaussian part is due

to Doppler broadening, pressure broadening, and the profile of the IR pulse. The

Voigt lineshapes at large negative delays are due to the perturbed free induction

decay of the excited populations in 1s2p or higher lying 1snp states. Upon the

arrival of the XUV pulse, H13 and H15 coherently prepare two atomic polarizations

corresponding to the 1s2p and 1snp states. These atomic polarizations freely evolve

till the IR arrives at some time later, and perturbs the typical free induction decay

process. Compared to the natural lifetime of the 1snp states (∼nanosecond range),

the femtosecond IR perturbation acts like an impulsive kick, giving rise to a Voigt

lineshape whose width is primarily a characteristic of the IR pulse duration. We

find that this constant width Voigt lineshape persists in the OD even for very large

negative delays (more than a few ps, not shown) in our experiments.
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At delays close to zero, complicated line shapes can be observed in the OD

spectra. In the intensity regime shown in the figure, the overall line is shifted

to lower energy and the shape is Fano-like, although more complex, with several

sub-features close to line-center and additional features in the wings of the profile.

The downward Stark shift is caused by the laser-induced interaction with higher-

lying excited states (see for instance [8, 107]). The overall dispersive-like shape is

due to the laser-induced phase (LIP) discussed above. The features in the wings

of the profile result from the relatively long duration of the IR pulse, as the LIP

perturbation is imposed not instantaneously but over a finite time. Finally, the

narrow features close to the field-free 1s2p energy are due to RPP [110, 111] as we

discussed in [64]. In the following, we will illustrate the interplay between the RPP

XUV temporal reshaping and the effect of the IR pulse in further detail.

This interplay is illustrated in Fig. 3.8 which shows calculated time profiles of the

XUV electric field strength and the corresponding optical densities at two different

propagation distances in an 8 Torr He gas. The IR pulse is short, with a FWHM

pulse duration of 13 fs and a peak intensity of 2.25 TW/cm2. Since the biggest

dipole response is from the 1s2p transition which is excited by H13, we show time

profiles corresponding to the H13 part of the APT. Since the RPP effect is driven by

the spectral phase accumulated via dispersion by the propagating, resonant XUV

pulse it is to first order independent of the IR pulse, and similarly to Fig. 1 one

can observe the build-up of the long tail in the XUV time profile and the formation

of multiple sub-pulses as the pulse propagates 1. We note that the duration of

the first sub-pulse acts as a new effective lifetime for the resonant interaction. The

shortening of the first sub-pulse during RPP therefore in general leads to broadening

of the absorption profile, resulting in a width proportional to the optical thickness

Pz [83].

1The depth of the first minimum, between the main pulse and the first sub-pulse is influenced by

the IR and for instance depends on the sub-cycle delay. This short-time modulation is due to the

excitation of light-induced states in the vicinity of the 1s2p state which are within the bandwidth

of the XUV pulse and which can be excited while the IR field is on, see for instance [101].
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Fig. 3.8 also illustrates the effect of the IR pulse by showing an approximation to

the LIP of the time-dependent dipole moment, assuming that the phase accumulates

proportionally to the IR intensity. When the IR pulse is short the phase shift is

imposed almost instantaneously compared to the lifetime of the dipole moment. For

the parameters shown in Fig. 3.8, the total phase shift ∆φmax is approximately π/2,

giving rise to a mostly dispersive shape of the absorption profile as shown in the Fig.

3.8(c) and (d). As the XUV pulse propagates, the overall absorption profile broadens

due to the reduced effective lifetime as describe above, but its shape does not change

substantially since this is controlled by the size of the LIP. However, when the XUV

pulse has propagated enough that the second sub-pulse appears in the XUV tail (as

in Fig. 3.8(b)) a new narrow feature appears of line-center in the absorption profile

(Fig. 3.8(d)). This is because the second sub-pulse is phase-shifted by π relative to

to the first sub-pulse and therefore generally will give rise to absorption (as opposed

to the emission on line center caused by the LIP).

Additional narrow features would appear in the absorption spectrum, nested

around line center, for longer propagation distances as additional sub-pulses would

appear in the XUV temporal profile. For our experimental parameters, we generally

observe one or two RPP features close to the 1s2p resonance. We do not observe

strong RPP effects around the higher lying 1snp states as these transitions are

weaker and the temporal reshaping is therefore very small.

Finally, Fig. 3.8(a) and (b) also illustrate the time-dependent phase shift that

would be imposed by a longer IR pulse, such as that used in the experiment and in

the calculations shown in the remainder of the work. It is clear that the temporally

extended phase shift means that at long propagation distances, the full phase shift

has not yet been imposed by the time that the first sub-pulse ends. In Section 3.2.4

we will discuss how this affects both the evolution of the spectral absorption profile

and the temporal XUV profile during propagation.
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Figure 3.10: (a,E) - (f,E): Experimentally measured OD spectra around the 1s2p
line for different pressures and delays. (a,T) - (f,T): Calculated OD spectra using
comparable pressures and delays.

3.2.3 IR intensity dependent lineshape modification

In this section, we experimentally and theoretically explore the dependence of the ab-

sorption line shapes on the perturbing IR intensity. Fig. 3.9 shows the IR intensity-

dependent OD spectra at some representative time delays for both experiment and

theory. From top to bottom, the three delays represent a small negative delay, a

delay close to overlap, and a small positive delay. For the small negative and the

small positive delay, there is limited overlap between the IR and the XUV pulses.

Note however that positive and negative delays are not symmetric in the effects

of the IR as we discussed above, since the XUV absorption is only altered by the

part of the IR pulse that arrives after the XUV excitation. The dressing IR peak

intensity in the experiment is estimated to range from 0.75 (± 0.5) to 3 (± 0.5)

TW/cm2, however in the calculations we get the best agreement with the measured
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line shape at 3 (± 0.5) TW/cm2 when we use an IR intensity of 1.5 TW/cm2. For

the calculated results, we also show two lower intensities of 0.25 TW/cm2 and 0.75

TW/cm2. We note that the experimental intensity values are overestimated as the

loss at the entrance aperture of the gas cell is not taken into account. We should also

point out that while the He backing pressure is 8 Torr in the experiment, the actual

pressure in the 10 mm long He gas cell is smaller. Furthermore, the gas pressure

in the interaction region is not uniform and varies with the size of the laser-drilled

entry and exit holes on the gas cell. In all the calculations shown in Fig. 3.9 we have

used a pressure of 4 Torr in the 1 mm He gas cell. This pressure has been chosen to

approximately match the size of the RPP peak in the experiment, see also discus-

sion in connection with Fig. 3.12. Lastly, the absolute values of experimental and

theoretical OD differ due to the substantial IR background present on our detector,

which artificially reduces the experimental OD values obtained from the weak H13

by a large amount, while having minimal effect on OD obtained from H15.

As can be observed from Fig. 3.9, a stronger IR pulse leads to a broadening

and a change in the absorption line shape for all of the delays shown in the figure,

in both experiment and theory. This agrees with the discussion of the LIP in the

previous section - a larger IR intensity leads to a stronger coupling between excited

states and therefore a larger Stark shift and a larger LIP. In the theory results, we

can follow the evolution of the line shape with intensity from near-Lorentzian to

near-dispersive at some delays (see for instance Fig. 3.9 (c,T) and (e,T)). In the

experimental results, we are not able to lower the IR intensity enough to observe

near-Lorentzian profiles for the τ = −20 fs and τ = +30 fs cases ((c,E)-(f,E)). This is

likely due to a small leakage of the XUV-generating IR beam through the interaction

chamber - this leads to a background of IR which is always present around zero delay.

We nevertheless do observe increasingly asymmetric profiles as the IR intensity is

increased. We note that the RPP peaks in the 1s2p line are visible at all intensities

and for all delays, in both theory and experiment. This is as expected since the

RPP reshaping is driven by the mismatch of the short XUV duration and the long

lifetime of the excited states and to first order does not depend on the IR pulse.
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On the other hand, as we discussed in [64], the RPP does have an influence on how

the IR-perturbation reveals itself in the XUV absorption spectrum. In the following

section, we will explore in more detail how the RPP and the LIP interact in our

APT transient absorption scenario.

3.2.4 Gas pressure dependent lineshape modification

Figs. 3.10, 3.11, and 3.12 explore the relationship between the RPP-induced and the

LIP based reshaping of the OD line shape around the 1s2p line. In Fig. 3.10 we show

measured and calculated spectra at three different pressures and two delays. The

three pressures are chosen such that at delay zero, the RPP peak is not visible at the

lowest pressure (a, E&T), barely visible at the intermediate pressure (b, E&T), and

prominent at the highest pressure (c,E&T) in both the experimental and theoretical

results. At small negative delay (d,E)-(f,E) and (d,T)-(f,T), we see a similar trend,

except the lineshapes generally consist of a narrower main peak and one or several

sidebands.

Fig. 3.11 shows a detailed experimental exploration of the pressure dependence

of the line shape. Fig. 3.11(a) shows the OD line shape at different pressures, at

zero delay, and Fig.3.11(b)-(e) show full two dimensional maps of the OD vs photon

energy and pressure for four different delays. A number of different observations can

be made from these figures that all point to the complex nature of the interplay be-

tween the macroscopic RPP effect and the microscopic LIP effect: (i) The threshold

pressure at which the RPP peak first appears in the OD spectrum is approximately

5 Torr and is independent of the delay. This is in agreement with the observation

from Fig. 3.9 in which we saw that the appearance of the RPP peak was independent

of the IR intensity. (ii) The OD line shape is changing with pressure, at most delays

starting from a primarily dispersive shape at low pressure to a shape in which the

RPP peak on the high energy side is so dominant that there is no longer a minimum

- i.e. the initially dispersive line shape is no longer recognizable. (iii) At delays

close to zero (including -25 fs), the bandwidth of the OD profile does increase with

pressure, but slower than the linear increase with P one would expect from RPP
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Figure 3.11: Experimentally measured OD as a function of backing pressure for the
case of IR intensity of 2.25 TW/cm2. (a) Shows line-outs of the OD at some repre-
sentative backing pressures at delay zero (increasing and broadening from smallest
to largest pressure), and (b)-(e) shows the full two dimensional map pressure de-
pendence the OD at four representative delays, 0, -25, -50, -75 fs, respectively.

[83].

The evolution of the OD spectrum with pressure is equivalent to the evolution of

the OD with propagation distance. This is demonstrated in Fig. 3.12 which shows

a theoretical study of the evolution of the OD with propagation distance for two

different pressures, 4 Torr (a-b) and 8 Torr (c-d). In the 4 Torr case, the RPP peak

is only just visible at the end of the medium, as a slight increase of the OD on

line center (see also Fig. 3.10(b,T)). The 8 Torr calculation (c-d) shows that, as one

would expect, the line shape that has been reached at z = 1 mm in the 4 Torr case, is

reached at z = 0.5 mm in the 8 Torr case, and then develops further in the remainder

of the medium. We can thus directly compare the measured pressure dependences

in Fig. 3.11 to the calculated propagation distance dependences in Fig. 3.12.
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Figure 3.12: Calculated OD as a function of propagation distance for the case of
4 Torr and an IR intensity of 2.25 TW/cm2. (a) Shows line-outs of the OD at four
different propagation distances (increasing and broadening from smallest to largest
z), and (b) shows the full z-evolution of the OD. Note that in (b) the color scale is
chosen so that both positive and negative values of the ODD are saturated at the
peaks. (c) Same as Fig. 3.12(a) except for 8 Torr. (d) Same as Fig. 3.12(b) except
for 8 Torr.

The calculated results in Fig. 3.12 agree with the measured results in Fig. 3.11 in

terms of points (i)-(iii) made above. We can explain these three observations in the

following way, combining our understanding of RPP and the LIP: (i) The threshold

pressure represents the pressure at which the XUV pulse develops a second sub-

pulse in the tail. This is predominantly controlled by the strength of the ground-to-

excited state coupling and the (effective) lifetime of the excited state and therefore

to first order independent of the laser parameters. (ii) As the first sub-pulse gets

shorter during propagation (and becomes comparable to the IR pulse duration),

the propagation of the XUV pulse becomes quite complicated because the time-

dependent dipole moment is driven by the combination of an XUV pulse with a
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long tail and an IR pulse which imposes a phase which varies in time over the

entire effective lifetime of the XUV-induced dipole moment. In addition, when the

effective lifetime becomes shorter than the IR pulse duration, the full LIP will not

be imposed on the dipole moment during its effective lifetime. These effects causes

the line shape to dynamically change during the propagation and is the most direct

effect of the RPP-LIP interaction. In the calculations (see for instance Fig. 3.12(c)),

we observe that the absorption line shape indeed reflects the reduced LIP as the

pulse propagates further, changing from closer-to-dispersive to closer-to-Lorentzian.

(iii) The spectral broadening in the calculations also initially quickly increases and

then almost saturates at longer propagation distances. This is also an effect of the

long IR pulse duration - in [64] we showed that the RPP spectral broadening with

propagation distance is much faster when the laser pulse is short.

The time-domain consequences of the RPP-LIP interplay are illustrated in

Fig. 3.13 in which we show the initial and final XUV time profiles of the H13 part

of the APT at the end of 1mm propagation in He gas at 4 Torr (a) or 8 Torr (b)

pressure, when the gas is dressed by either a 33 fs (solid red) or 13 fs (dotted blue)

IR pulse. First, we note that even at 4 Torr, the propagation induced reshaping

is very substantial, with the area of the first sub-pulse (between approximately 4

and 40 fs) almost comparable to the area of the main pulse (between -4 and 4 fs).

A second sub-pulse is barely visible beyond 40 fs. The appearance of the second

sub-pulse at this pressure is consistent with the OD shown in Fig. 3.10(b,T) and

Fig. 3.12(a,b) in which the RPP peak becomes visible at the end of the 4 Torr

medium. Second, the additional modulation that can be observed in the middle of

the first sub-pulse in the 33 fs IR case results from the interaction with the long IR

pulse, since it is absent when the IR pulse is shorter. The RPP-LIP interaction is

even more clearly manifested in the time profiles at the end of the 8 Torr medium

(b). In this case the longer IR pulse causes not only an additional modulation of

the first sub-pulse but also differs in the timing of the second sub-pulse by about

10 fs, with the minimum before the second sub-pulse changing from about 30 fs to

about 20 fs. We find that if we use shorter and shorter IR pulses, the position of this
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Figure 3.13: Calculated XUV time profiles, at the beginning (black) and end (solid
red or dashed blue) of the helium gas at a pressure of 4 Torr (a) or 8 Torr (b),
dressed by 2.25 TW/cm2 IR pulse. The final time profiles for two different IR pulse
durations are shown, 33 fs (solid red) and 13 fs (dashed blue). The inset in (a)
shows the initial and final time profiles of the full APT for the 4 Torr case.

minimum converges to its IR-free position at about 18 fs. These results indicate the

interaction between RPP and the IR-induced control of the time-dependent dipole

moment works in both directions - RPP influences the LIP-controlled absorption

line shape through the appearance of narrow absorption features, and the LIP influ-

ences the RPP-controlled temporal reshaping of the propagating pulse in the limit

when the time scale of the LIP and the first sub-pulse are comparable.

The inset in Fig. 3.13(a) shows the time profile of the full APT at the beginning

and end of the 4 Torr gas jet. Because H13 is only a small fraction of the APT, the

tail of the APT looks much smaller compared to the main pulse, but its shape can

be recognized from Fig. 3.13(a). It is interesting to note that the influence of the

dipole response from the 1snp states, although weaker than the 1s2p response, is

visible in the tail in the form of the half-cycle modulation of the tail which would

not happen in the absence of radiation around H152.

2We note that in this plot we have not averaged over delays as we have in all other plots. We

change the delay by shifting the XUV pulse in time and in the delay average the sub-cycle features

are therefore strongly suppressed.
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3.2.5 IR Polarization Dependent Lineshape

Finally, we study the influence of the relative polarization of the XUV and IR fields,

especially as it relates to the appearance of the RPP peaks in the 1s2p absorption

profile. All of the results discussed above, both theory and experiment, have been

performed using parallel polarizations of the XUV and IR electric fields. We are

only aware of one study published so far which studies the influence of the relative

XUV and IR polarizations in attosecond transient absorption [115]. Reduzzi and

collaborators studied the polarization-dependent transient absorption of an isolated

attosecond pulse centered around the bound states in helium, in the single atom

limit. They found that perpendicularly polarized fields lead to a reduced coupling

between the XUV-excited manifold of 1snp states and nearby dark 1sns and 1snd

states compared to parallel polarizations, and attributed this to the symmetries of

the excited states with perpendicular (only m = 1 states excited) vs parallel (only

m = 0 states excited) polarizations. This means that for perpendicular polariza-

tions, the IR field can only couple excited 1snp states to 1snd states.

Fig. 3.14(a) compares the experimental OD around the 1s2p line for parallel

(black) and perpendicular (red) XUV and IR polarizations. In both cases, the IR

intensity is 1.8 (± 0.5) TW/cm2 and the backing pressure is 8 torr. The figure shows

that the perpendicular case exhibits a weaker OD overall, but a stronger RPP peak.

To mimic this IR-field-polarization dependence theoretically, we have performed a

set of model calculations as described in [64]. Briefly, we solve the MWE coupled to

a simpler solution of the TDSE for a two-level system interacting with a resonant

light field.

The effect of the IR pulse is modeled as a time-dependent phase that accumulates

on the upper state amplitude, proportional to the IR intensity, as if the LIP was

strictly proportional to the Stark shift. The IR perturbation and the attosecond

pulse begin at the same time. A change in the relative XUV and IR polarizations

away from parallel is modeled as decrease in the laser-induced coupling (and thereby

the LIP), due to the smaller number of states that the 1s2p excited state can be IR-
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coupled to [115]. In our calculations, the XUV pulse is an isolated 400 attosecond

XUV pulse centered on 21.1 eV, the IR pulse has a FWHM duration of 13 fs, and

we impose a ∼ 110 fs decay time on the time-dependent atomic polarization. In

Fig. 3.14(b) we show results for three different coupling strengths γ, where the

LIP at γ = 1 has been chosen such that the OD line shape and the appearance

of the RPP peaks are similar to those of the experiment for parallel polarizations

3. The theory results also show that there is a range of parameters for which

a reduced IR perturbation leads to larger RPP peaks. In the calculations, this

happens because the IR-controlled line shape corresponding to the two different

perturbations is different. In particular, the larger perturbation leads to a line

shape which has a deeper minimum on line center at the propagation distance when

the RPP peak starts to appear. This means that the RPP peak has to grow from a

lower OD value than in the smaller perturbation case, in which the line shape starts

out more asymmetric and with a shallower minimum. This difference in the basic

shape can still be recognized at the end of the medium as in Fig. 3.14 even though

the OD line shape has undergone substantial change during the propagation. This

difference in the line shapes can also be seen in the experimental results, where the

basic line shape in the perpendicular case is more dispersive (indicating a phase

shift of approximately π/2), whereas the line shape in the parallel case has a more

pronounced peak on the high-energy side, indicating a phase shift larger than π/2

(the limiting, symmetric, case of a window-resonance-like shape would correspond to

a phase shift of π). These polarization dependence results thus also indicate that for

dense gases, the RPP effect can have a substantial effect on how the IR perturbation

manifests itself in the absorption spectrum and should be taken into account if the

absorption line shape is to be used to characterize IR-induced dynamics.

3We note that the model calculations in general predict OD values much larger than those of

the experiment and the full calculations, even when the line shape and the general evolution with

propagation distance generally agree. In addition, the experimental peak values of the OD around

the 1s2p line are artificially reduced by the background of IR leakage
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Figure 3.14: (a) Experimentally measured spectral lineshape at delays close to zero
with different pump-probe polarizations. The black curve is parallel (0◦) geometry
and the red one is perpendicular (90◦) geometry. (b) Theory results calculated using
the 2-level TDSE-MWE model (see text). We show three different strengths of the
IR-induced coupling, modeling the change from parallel polarizations (γ = 1, solid
black) to non-parallel polarizations (γ = 0.75, dashed blue, and γ = 0.5, solid red).

3.2.6 Summary

In this work, we have presented a joint experimental and theoretical study of tran-

sient absorption of an APT by a dense, helium gas. We have systematically explored

the evolution and modification of the absorption line shape with IR-XUV delay, IR

intensity, gas pressure, and the relative polarization of the XUV and IR pulses. We

have focused on elucidating how the interplay between the microscopic IR-laser-

dressing and the macroscopic RPP reshaping affects the transient absorption of the

attosecond XUV pulse. To this end we have employed both time- and frequency-

domain descriptions of the light-matter interaction. We have demonstrated that

the absorption line shape is controlled not only by the IR pulse through its delay

and intensity as it is in the single atom limit, but is also influenced by collective

effects induced during propagation through the resonant medium. For small optical

thicknesses, we have shown (as in [64]) that RPP leads to the appearance of narrow

absorption features on line center which are absent in the single atom response. For

larger optical thicknesses, RPP effects can lead to substantial dynamical reshaping
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of the absorption line shape, in particular when the duration of the IR pulse is long

compared to the duration of the first sub-pulse in the propagating XUV light. The

reshaping can be understood in terms of an effective reduction of the LIP, since a

long IR pulse means that only part of the total LIP will be induced over the first

XUV sub-pulse. We also showed that the presence of the dressing IR field influ-

ences the resonant XUV propagation dynamics. In particular, we showed that for

long IR pulses, the presence of the dressing field changes the time structure of the

propagating XUV pulse.

The results in this study demonstrate that the full description of the interaction

of an attosecond XUV pulse with a dressed, optically thick medium must include

a truly dynamical feedback between the dipole moment of the individual atoms

and the time structure of the propagating pulse. Our study has illustrated and

explained what we believe to be the basics of how the XUV transient absorption

spectrum develops as a function of XUV-IR delay, IR intensity, and gas pressure.

This understanding of the fundamental but complicated features of transient photo

absorption will be crucial in extending this powerful time-resolved spectroscopic tool

to more complicated and high-density systems such as plasmas and condensed phase

systems.

3.3 Part III: The Quantum Path Interference, Wavelength-dependent Effects, and

Beyond

(A portion of this section is adapted from C.-T. Liao et al., ”XUV Transient Absorp-

tion Spectroscopy: Probing Laser-Perturbed Dipole Polarization in Single Atom,

Macroscopic, and Molecular Regimes.”, Photonics 2017, 4(1), 17, as in Ref. [7].)

3.3.1 Temporal and spectral properties

As a first example, we discuss the basic phenomena underlying XUV transient pho-

toabsorption in helium atoms exposed to strong NIR fields—a topic that forms the

basis of understanding most ATAS measurements. The experimental spectrogram
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is shown in Figure 3.15a, where we clearly observe time-dependent transient absorp-

tion corresponding to helium levels excited from the ground state by XUV pulse,

ranging from 1s2p, 1s3p, 1s4p, 1s5p, to the continuum. The field-free locations of

helium energy levels below single electron ionization potential (Ip) are labeled on

the right side of the figure for reference. In Figure 3.15b, we show the transient

absorption lineshapes corresponding to atomic resonances, which are obtained by

taking the lineouts of the spectrogram in Figure 3.15a at a delay of –5 optical cycles

. It should be noted that we averaged over two cycles to generate these lineouts.

In addition, due to the discreteness of our XUV spectrum, there are very few XUV

photons at 3p energy and we observe very weak signal (not shown) from that state.

Transient absorption lineshape details are determined by the NIR laser parameters

as we discuss below.

Figure 3.15: (a) experimental transient photoabsorption spectrogram obtained in
the helium gas, where relevant energy levels are labeled on the side of the figure. The
NIR photon energy used here is 1.59 eV (780 nm); (b) lineouts showing transient
absorption lineshapes near –5 optical cycles (averaged over two cycles). The purple
and red arrows indicate XUV and NIR coupling pathways. (c) Fourier analysis of
the spectrogram from (a). The Fourier amplitude is in arbitrary units and on a
logarithmic scale.
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In the single-atom response assumption (dilute gas limit), we can discuss the

XUV initiated dipole polarization in helium Rydberg states as the collection of

time-dependent electric dipoles, which can be analyzed using a semi-classical treat-

ment. The XUV initiated ringing and exponentially decaying dipoles, d(t), will

show conventional Lorentzian absorption line shapes in the frequency domain in the

absence of the NIR field. The static photoabsorption cross section of this dipole can

be represented as σ(ω) ∝ Im[d(ω)E∗(ω)] [116], where d(ω) and E(ω) are the Fourier

transform of the time-dependent dipole and the total applied electric field, respec-

tively. When an NIR pulse is applied to these dipoles, it effectively kicks (phase

shifts) oscillating dipoles. If NIR arrives at large time delays, the NIR perturbed

free-induction decay (FID) [117] manifests as broadened Lorentzian line shape with

sidebands, as seen from the middle panel in Figure 3.15a. Then, the XUV and the

NIR pulses overlapped, strong modifications, resulting in a Fano-like line shape, can

be observed. The line shape modification can be explained qualitatively in terms of

laser-induced phase (LIP) shift on dipoles, and this phase shift φ(t, td) can be esti-

mated from the pondermotive or Stark shift [118, 119], i.e.,φ = ∆E(t, td)t/~, where

∆E(t, td) is pondermotive energy. The experimentally observed absorbance change

due to the NIR can then be obtained as OD(ω, td) ∝ [σXUV+NIR(ω, td)− σXUV(ω)].

In our experiment, we used SIGC to generate XUV, which is focused on the

target helium gas along with NIR peak intensity 1 (±0.5) TW/cm2, and the helium

backing pressure in the sample cell is ∼267 Pa. From the spectrogram in helium

(Figure 3.15a), we can observe the development of structures in 1s2p state due to

AC Stark shift [120], which results from NIR induced one photon coupling from a

bright state such as a 1s2p state to a nearby dark 1sns or 1snd state. The delay

axis of spectrogram is calibrated in optical cycles, such that one cycle corresponds

to ∼2.6 fs of 780 nm (∼1.59 eV) NIR laser used in this experiment, and we can

clearly observe sub-cycle oscillations in the transient absorption spectrogram. These

subcycle oscillations, also called 2ωNIR oscillation, are a common feature in attosecond

transient absorption experiments [120, 121], especially when commensurate energy

XUV and NIR photons are used. These oscillations can be observed in our data
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by performing Fourier transform along time delay axis from the spectrogram to get

Figure 3.15c. For 1s2p energy and some high-lying 1snp states, the Fourier analysis

shows strong signals at∼3.2 eV, which is the 2ωNIR oscillation. This oscillation can be

understood as two-photon NIR coupling between the polarizations created by H13

and H15, leading to beating at a frequency corresponding to the energy difference

between 1snp and 1s2p states. As indicated in Figure 3.15b, there are two pathways

to 1s2p state (by H13 or H15-2ωNIR), and similarly to 1snp polarization (by H15 or

H13 + 2ωNIR).

Note that, from the spectrogram in Figure 3.15, we can also observe very weak

signal at around 27.7 eV. In this energy range, there are no known energy levels, or

autoionizing states, embedded in helium continuum, so it should show featureless

continuum absorption. On the contrary, we observe features in this range that can

be attributed to the so-called laser-induced continuum structure (LICS). This effect

was first discussed in the 1970s [122, 123], and it has been reviewed in Ref. [124].

The subcycle oscillation in LICS is due to two pathways of photoexcitation, where

one is excitation directly from ground state by H17 and the other is the promotion

of an electron from 1snp state polarization with two NIR photons. As a result, we

can again observe quantum beat signal in Fourier analysis similar to 2ωNIR oscillation

in the case of 1s2p and 1snp polarizations.

3.3.2 Pressure and wavelength dependence

Most experiments in recent years assume single-atom response in their transient

absorption experiments. However, the experimental densities in these experiments

often approach a limit where the simple Beer-Lambert law is no longer valid and

macroscopic effects should be taken into account. We have explored this regime

in our recent studies [64, 89], where we show that the collective macroscopic XUV

pulse propagation effect, also called the resonant pulse propagation (RPP) effect,

should be considered. We also laid out the criteria for consideration of gas target

as an optically thick medium. Here, we provide a simple overview of the complex

interplay between LIP effect and RPP effect by summarizing it in a schematic of
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Figure 3.16: A schematic that summarizes various phenomena that determine the
temporal and spectral properties of XUV excited dipole polarization in a simplified
two-level resonant system. (a) The impulsive XUV field (EXUV ) prepares dipole
polarization (P ), which decays exponentially, leading to Lorentzian spectral line-
shape. (b) When laser-induced phase (LIP) shift is applied by a time-delayed NIR
field (ENIR), a Fano-like dispersive lineshape is observed. (c) The polarization is
temporal reshaped by resonant pulse propagation (RPP) effect in a dense medium.
(d) The interplay between RPP and LIP effects leads to the appearance of new
spectral features in the lineshape.

Figure 3.16. The first column indicates experimental conditions, and the second

column is the physical picture of the interaction, followed by its temporal descrip-

tion on the third column, and its corresponding spectral profile in the last column.

In single-atom response picture—as explained in Section 3.3.1 and shown in Fig-

ure 3.16a—when XUV pulse alone (EXUV ) excites the dipole polarization (P ) of a

resonant medium, the Fourier transform of this oscillating and decaying polarization

shows a Lorentzian spectrum in the frequency domain. The introduction of strong,

time delayed NIR pulse (ENIR) (Figure 3.16b) imparts an additional phase on the

polarization, and this LIP effect results in a Fano spectral line shape. When an

XUV propagation alone in a dense medium is considered (Figure 3.16c), the polar-
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ization created by the incident XUV is strong enough to radiate XUV light, and

this emission could further excite secondary polarization.

In this self-consistent dipole-field interaction picture, the final polarization will

be temporally reshaped and it can be described by a Bessel function of the first

kind (J1) [110] as EXUV (z, t) ∝ J1(ΓPzt)/
√
t, where Γ is the decay lifetime, P is

the gas pressure, and z is the propagation distance. Therefore, the pressure-length

product zt determines the reshaping of XUV pulse in a dense resonant medium. The

temporal reshaping manifests as broadened spectral lineshape. An important feature

of the reshaped XUV pulse profile is that the first sub-pulse will be out-of-phase

compared to the original pulse, the second sub-pulse will be out of phase compared

to the first sub-pulse, and so on. These temporal phase variations can be brought

to light using the presence of delayed NIR pulse, where the NIR pulse samples

the π phase jumps between sub-pulses, and the LIP effect serves to broaden the

fine spectral structure associated with these phase jumps. The non-linear interplay

between RPP and LIP can thus be clearly seen through the appearance of new

spectral features in the experimental transient absorption lineshape. It should be

noted that, for this to happen, the duration of the first XUV sub-pulse has to

be comparable or smaller than the NIR pulse duration, which means that pressure-

length product has to be high enough to significantly reshape the XUV pulse through

RPP effect.

In order to experimentally demonstrate the interplay between RPP and LIP ef-

fects, in Figure 3.17a, we show 1s2p state evolution, at 400 Pa and 1200 Pa backing

pressure for 786 nm laser wavelength, at –30 fs time delay, and ∼2 TW/cm2 laser

intensity. As gas pressure is increased, we clearly observe the appearances of new

spectral features (indicated by vertical dashed line) near the line center of an other-

wise simple Fano like profile. We also used an OPA to convert original NIR pulse to

1428 nm NIR pulse with similar pulse duration but weaker peak intensity at ∼0.2

TW/cm2. The bottom curve in Figure 3.17a shows the 1s2p line profile evolution

under 1428 nm NIR imposed LIP effect at the same backing pressure (1200 Pa)

and time delay (–30 fs). Although this intensity is an order of magnitude weaker,
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Figure 3.17: (a) experimental spectra of helium 1s2p state evolution which show
both LIP and RPP effects at 786 nm NIR wavelength at gas pressure of 400 Pa
(black) and 1200 Pa (red), and 1428 nm NIR wavelength at gas pressure of 530 Pa
(green) and 1200 Pa (blue). Field free states are labeled at the top, and the RPP
induced feature is shown by the dashed line. (b) NIR one-photon coupling pathways
leading to different amounts of LIP effect for the two NIR wavelengths.

the LIP effect depends on the pondermotive energy shift that is proportional to

Iλ2, where I is the peak intensity of the laser and λ is the laser wavelength, so the

LIP effect in the case of longer wavelength should only be three times smaller. We

observed that the dispersive effect of 1428 nm light is actually similar compared

to the 786 nm case, as seen from the overall broadening of the spectral lineshapes

in the two cases. The quantitative comparison between these two cases requires

calculation of the LIP effect by including one-photon couplings to nearby states. In

our case, NIR couplings pathways to nearby dark 1sns states from the bright 1s2p

state are shown in Figure 3.17b. Depending on the detuning, the dipole strength of

these transitions and the NIR intensity dependent Rabi Frequency, we will observe

different AC Stark shift and line profiles in two cases. The calculations for 1s2p

states reported in [117] do show that it is possible to have wider lineshape for higher

detuning cases. The overall line shape in 1428 nm case also shows an especially

strong RPP peak when compared to the 786 nm NIR case. Detailed understand-

ing of exact spectral features is not trivial, and it requires macroscopic calculations
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where a time-dependent Schrödinger equation calculation is coupled to the Maxwell

wave equation based propagation.

Figure 3.18: Overlaid transient absorption spectra at dense helium 1s2p state (a)
and 1snp states (b), dressed by 1428 nm NIR pulse at ∼0.2 TW/cm2 and 1600 Pa
backing pressure. Vertical gray dashed lines are field-free energy level.

If we continue looking at the long wavelength (1428 nm) case and further in-

creasing helium gas backing pressure to 1600 Pa, we can enhance the main RPP

peak so that it becomes comparable or greater in strength than the original Fano

profile peaks as seen in Figure 3.18a. Importantly, we can observe that, as the time

delay is varied, the RPP strength changes monotonically; however, the dispersive

Fano profile around the RPP peak changes its nature quite dramatically and going

to positive to negative time delay results in complete reversal of the signal of OD.

As for 1snp states in helium, including n = 4, 5, 6, 7,... to ionization potential (IP),

the transition strength is much smaller, and hence the RPP effect is not very signif-

icant; therefore, most states show Fano-like profiles even with dense gas as shown in

Figure 3.18b. Note that vertical gray dash lines are field-free energy level, and the

’real’ 1s2p and 1snp state under strong field dressing will be pondermotively shifted
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toward higher energy as shown in Ref. [125].

3.3.3 Three-pulse experiment: towards 2D spectroscopy

Figure 3.19: (a) The two-pulse pump-probe measurement. (b) The three-pulse
scheme, which includes an additional NIR dressing pulses at delay zero. (c) ATA
spectrogram on helium 1snp state.(d) ATA spectrogram on helium 1snp state with
an additional NIR dressing pulse. (e) ATA spectrogram near helium 1s2p state. (f)
ATA spectrogram near helium 1s2p state with an additional NIR dressing pulse.

To demonstrate other effects one can study in helium target, we now use the

waveguide to generate XUV. In this case, H13 and H15 have slightly broader band-

width so we can investigate other interesting phenomena such as light-induced state

(LIS). The spectrograms from 1s2p and 1snp are shown in Figure 3.19(c) and (e),

respectively. From Figure 3.19(e). We can recognize that there are some new ab-
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sorption features appeared in this case, including feature α, feature β, and feature

γ. These three new abortion lines are two-photon two-color coupled LIS. Feature α

is due to the adsorption of H13+1ωNIR to 1s2s dark state (1s2s+) as illustrated in

Figure 3.20(a), and feature β and feature γ are due to the adsorption of H15-1ωNIR

to 1s3d and 1s3s dark states (1s3d− and 1s3s−), respectively.

In addition to typical ATA scheme of NIR-pump and XUV-probe (includ-

ing XUV-initiation) as shown in Figure 3.19(a), we can introduce another weak

phase-locked NIR pulse overlapped with existing XUV pulse as illustrated in Fig-

ure 3.19(b). In this scenario, we can use this additional NIR pulse to initiate other

dark states at zero-delay. Therefore, in addition to 1snp states, we can coherently

prepare other atomic polarizations such as 1snd or 1sns states such as those in

Figure 3.20(a). The measured spectrogram in this two NIR experiment is shown

in Figure 3.19(d) and (f). The evolution of these complicated polarizations shows

very rich dynamics comparing to single NIR pumping experiments in Figure 3.19(c)

and (e). First, the major difference we noticed is that the spectrograms show extra

1ωNIR oscillation due to the NIR-NIR intensity modulation as they interfere with

each other. Also, this extra 1ωNIR at different states show different phases as in

Figure 3.20(b). For example, 1s3s− LIS (red curve) in Fig. 3.20(b) evolution and

1s3s− LIS evolution are out of phase at negative delay at ∼ -40 fs, and then they

become in phase at ∼ 10 fs. These delay-dependent phases between different states

are due to intrinsic dipole phase of the photoexcitation of that particular states, as

well as two NIR photon induced interference. Note that although these two NIR

pulses are individually phase-locked to XUV, they may have relative phase shift as

we measured in [125].

The ATA scheme with two NIR pulses can be further applied in time-resolved

four-wave-mixing spectroscopy to study coupling dynamics between odd and even

parity of inner-valence excited states [126], or to generate non-commensurate XUV

emissions with new photon energy from sum frequency generation or difference fre-

quency generation. The real advantage and application potential of this three-

pulse scheme comes from varying both NIR pulses to perform two-dimensional spec-
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Figure 3.20: (a) Schematic two-photon two-color absorption pathways leading to
three light-induced ”virtual” states near helium 1s2p state as observed in Fig-
ure 3.19(c)-(f), where feature α, β and γ correspond to those labeled in Fig-
ure 3.19(e)-(f). (b) Line-outs from Fig.3.19(f) comparing temporal evolutions of
dressed 1s2p state and other three dressed light-induced states.

troscopy by implementing Fourier analysis on two delay axis. The application and

realization of two-dimensional or even multi-dimensional spectroscopy by attosec-

ond and few-femtosecond pulses could help us map out the quantum mechanical

evolution of vibrational and electronic couplings and transfer, especially in larger

molecular systems or other ultrafast many-body physical systems where complicated

couplings and coherences may occur.

3.3.4 Summary

In summary, we have applied XUV transient absorption to study the laser induced

modification of excited states of helium. We have explored a range of gas density,

laser wavelength and time-delay parameters in these studies. In the dilute helium

experiment with the standard pump–probe setup, we observed the AC Stark shift,

the quantum path interference, the laser-induced continuum structure, etc. In the

dense helium target, we observe new and complex spectral features due to the in-

terplay between laser-induced phase shift effect and the resonant pulse propagation

effect. We discussed the comparison between a long and short wavelength NIR

perturbation. In advanced three-pulse pump-dress-probe setup, we investigated os-
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cillating phase delays of the spectra for different dressed light-induced states. This

three-pulse scheme can be further extended to observe four-wave mixing spectra

and to conduct two-dimensional spectroscopy for exploring complex coherence in

excited complex systems, especially for larger molecules. Also, the use of extra

dressing pulse brings out new effects which would not otherwise have been observ-

able. Further work along these directions will serve to demonstrate the power and

applicability of the ATAS, as the XUV research and attosecond science community

moves to study complex systems, where correlation and couplings’ driven charge

and energy transfer mechanisms remain open questions.

3.4 Part IV: Floquet States and Four-wave Mixing

3.4.1 Floquet formalism

When describing strong-field light-induced electronic couplings in atomic systems,

the Floquet formalism [127, 128] provides a convenient framework to treat an elec-

tron from an atom (as an oscillator) in the oscillating electric field (as a temporal

periodic potential). The analogy of Floquet theory is the well known Bloch theory

in solid-state physics, in which Bloch wave function is utilized to treat an electron

from solid (as an oscillator) in the lattice (as a spatial periodic potential). Briefly,

the dynamics of an atom in a periodic external electric field follows time-dependent

Schrödinger equation in atomic unit as

i
∂Ψ

∂t
= [H0 + V (t)]Ψ(t), (3.2)

where H0 is the field-free atomic potential and V (t) is a periodic external potential.

In the Floquet formalism, the solution can be written as

ψα(t) = e−iεαt
∑

e−Inωtφα,n, (3.3)

where εα is the complex quasi-energy, and its imaginary part is −Γ/2 with Γ the

line width or the decay rate of the Floquet state, φα,n is the the time-independent

wavefunction for the nth Fourier component of the α Floquet state and ω is the
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Figure 3.21: The schematic of Floquet formalism, which his formed by combining
a time-periodic potential with an electronic state.

frequency of the external periodic electric field. As a result, in the presence of

a temporal periodic field such as the laser field, the electronic structure can be

conveniently described by Floquet states, where each bound state is associated with

many one photon spaced sidebands or Fourier components as shown in the schematic

Fig. 3.21. How do we test and utilize Floquet theory in our study? In fact, in many

of our time-resolved photoelectron experiments by VMI, we can easily apply Floquet

theory to quantitatively understand the quantum-path interference or the quantum

beat spectroscopy performed by IR+XUV in helium Rydberg states by N. Shivaram

et al., [8, 129, 130].

On the other hand, using photoabsorption spectra, we may observe similar be-

haviors. To conduct the experiment using ATAS, here we use a SIGS to generate

red-detuned XUV in xenon gas. Therefore, the H13 is not in resonant with 1s2p

state of helium, and the H15 is in resonant with 1snp n=4,5,6,... state. The infrared

(IR) photon energy is controlled by an OPA with pulse duration at the range of30-70

fs with estimated peak intensity ∼0.5–1.5 TW/cm2. Our experimental ATA spec-

trograms are shown in Fig. 3.22, where the color scheme is chosen so that the two

IR photon sidebands ( 1snp ± 2ω) from 1snp states can be observed clearly. The

horizontal dashed lines are the guide to the eye, indicating the relative energy shift

(moving up or down) of these emission sidebands when tuning IR photon energy.

The energy of those sidebands can be well understood by Floquet theory with two

IR photon spacing mainly from 1s4p state, as illustrated in Fig. 3.23(a). Unlike

the experiments in typical photoelectron spectra, the one IR photon spacing side-
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bands are not dipole-allowed photoexcitation due to the forbidden np to (n±1)p

transitions.

λIR = 1.38 μm (0.898 ev)                 1.47 μm (0.843 ev)                 1.59 μm (0.779 eV)                  1.73 μm (0.716 eV) 

Figure 3.22: ATA spectrograms in helium with tunable IR photon energy. The
relevant IR photon energy is labeled on the stop. The horizontal dashed lines are
the guide to the eye, indicating the relative energy shift of these emission sidebands
when tuning IR energy.

Interestingly, the top emission sidebands come from a dressed Floquet state

above the ionization potential (IP) of the field-free helium, which indicates that there

is transient population in the continuum state as we observed before in Fig. 3.15(a)

with 780 nm (1.589 eV) IR photon. The difference is that here we can unambiguously

observe these dressed states because of the non-commensurate IR photon energy

comparing to HHG. Besides, due to the use of this non-commensurate IR photon

energy, there are no common transition pathways available leading to the quantum

path interference. Note that these is the 1s3p at 22.92 eV below 1s4p state, and

if we tune the IR photon energy close to this state at 0.82 eV (1.51 µm), we can

significantly enhance the sideband emission by populating more electrons to Floquet

dressed states.

Note that these sidebands show negative OD, namely, they are actually XUV
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emissions from dressed states as depicted in Fig. 3.23(a). An alternative approach to

understand this emission process is to adapt the mechanism widely used in nonlinear

optics– the four-wave mixing (FWM) process.

3.4.2 The XUV emission by the four-wave mixing (FWM)

The four-wave mixing (FWM) is a parametric nonlinear effect due to the third-order

electric susceptibility or the optical Kerr effect. The FWM has widespread applica-

tions such as signal switching, phase-sensitive amplification, nonlinear microscopic

imaging, single-photon source, and quantum communications [131]. In fact, the

OPA we used in this experiment is based on the FWM process in some nonlinear

crystals. It usually requires large and broadband optical nonlinearities to control

light with light, and this makes the wavelength conversion challenging when work-

ing in ultraviolet spectrum especially for vacuum ultraviolet (VUV), XUV range,

and beyond. Apart from using expensive and sparse large facilities such as the

synchrotron radiation and the free-electron laser, one of the common approaches to

generating table-top coherent VUV/XUV is to utilize the HHG source. However,

the selectively and tunability of HHG is strongly limited to the wavelength and peak

intensity that the driving IR laser provides. On the other hand, the FWM has been

demonstrated as a useful technique in IR and visible spectrum. There is also some

FWM implementation for deep UV and VUV generation via the FWM or the third

harmonic generation from atomic gases [132–135]. However, there are only a few

experimental demonstrations on new color generation in XUV range by ATAS in

atoms [136, 137].

In the viewpoint of the FWM process, we can easily understand that our emis-

sion sidebands from helium shown in Fig. 3.22 are generated by either sum frequency

generation (upper two-photon sidebands) or difference frequency generation (bot-

tom two-photon sidebands) as illustrated in Fig. 3.23(b). In this case, we utilize

helium as a Kerr nonlinear medium, and we can produce strong FWM signals when

the phase mismatch is minimized as in dense helium gas. The sum frequency genera-

tion signal or the emission signals from the continuum can also be interpreted as the
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Figure 3.23: (a) The schematic energy level of helium 1snp states corresponding to
the spectrograms observed in Fig. Fig. 3.22. Blue arrows are the emission from two
IR photon Floquet (a).

emission from laser-induced autoionizing-like structures [138, 139]. In addition, one

could expect to apply similar techniques, termed Stark-chirped rapid adiabatic pas-

sage [140], to enhance this continuum state emission by properly controlled detuning

as demonstrated by using nanosecond and picosecond pulses in Ref. [132–135].

3.4.3 The IR wavelength dependent strong-field photoabsorption cross section

From previous two sections, we explored some properties in helium Rydberg states

dressed by a wavelength tunable IR pulse. Specifically, we adapted a simple LIP

dipole model, the Floquet Formalism, and the FWM process.

In fact, the complete picture with tunable IR wavelength is more complicated

than what we have studied. In the following, we show some calculated results in

collaboration with Prof. Xiao-Min Tong at the University of Tsukuba in Japan to

investigate the strong-field photoabsorption cross section at different IR wavelengths

and IR peak intensities. Figure 3.24(a) shows TDSE calculated photoabsorption

cross sections of helium as a function of IR laser intensity, adapted from Ref. [8].

Figure 3.24(b) and (c) shows the new calculation of the photoabsorption cross section

of helium dressed by 1200 nm – 1800 nm IR pulse as a function of IR intensities. In
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Fig. 3.24(b), the calculation only includes helium bright states, which are one-photon

dipole allowed 1snp Rydberg states below the IP. In Fig. 3.24(c), the calculation

includes both bright states and dark states. The dark states are 1s2s, 1s3s, 1s4s, 1s5s,

1s3d, 1s4d, 1s5d, 1s4f, 1s5f states of helium, which are not single-photon transition

allowed. By comparing these two figures, we observe that helium will show very

rich and complicated cross section when dressed by strong IR field with tunable

wavelengths and intensities. Also, we can now understand that the complexity

stems from the active dark states involved in the process.
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Figure 3.24: The TDSE calculated XUV photoabsorption cross section of helium
as a function of IR laser wavelength and intensity. (a) The cross section of helium
with all states active dressed by 785 nm IR pulse, adapted from [8]. (b) The cross
section of helium with only bright (1snp) states active, dressed by 1200–1800 nm IR
pulse. (c) The cross section of helium with all states (1snp, 1sns, 1snd, 1snf) active,
dressed by 1200 nm – 1800 nm IR pulse. The green label shows helium 1snp states.
The IR wavelenths used are labeled in white at the top of each 2D map. Calculation
by X.-M. Tong (private communication, 2017).
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CHAPTER 4

The Oxygen Experiment

(The majority of this chapter, except for Sec. 4.9, is adapted from Chen-Ting Liao,

Xuan Li, Daniel J. Haxton, Thomas N. Rescigno, Robert R. Lucchese, C. William

McCurdy, and Arvinder Sandhu, ”Probing autoionizing states of molecular oxygen

with XUV transient absorption: Electronic-symmetry-dependent line shapes and

laser-induced modifications.” Physical Review A 95, 043427(2017), as in Ref. [141].)

4.1 Introduction

The interaction of extreme ultraviolet (XUV) radiation with small molecules results

in the formation of highly excited molecular states that evolve on ultrafast timescales

and govern the dynamics of many physical and chemical phenomena observed in na-

ture [142, 143]. In particular, single excitations of valence or inner valence electrons

to Rydberg molecular orbitals forms neutral states that lie above the ionization

threshold (sometimes called “superexcited” states) [144]. These states can lie ener-

getically above several of the excited states of the molecular ion into which they can

decay through autoionization [145]. Another feature of these autoionizing states is

strong state-mixing and coupled electronic and nuclear motions, which can result

in fast dissociation into excited neutral fragments [146]. The motivation for investi-

gation of these states is quite wide ranging, from better understanding of the solar

radiation induced photochemistry of planetary atmospheres [147] to the ultravio-

let radiation damage in biological systems [148]. Furthermore, these are the states

whose dynamics provide a mechanism for dissociative recombination of electrons

with molecular ions, which has been the subject of decades of research [149–154].

Due to their importance in complex processes, the direct observation of the elec-

tronic and nuclear dynamics of these states has been a topic of intense interest in
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molecular physics.

Advances in ultrafast technology such as laser high-harmonic generation (HHG)

have enabled femtosecond (10−15 s) and attosecond (10−18 s) light pulses in the

energy range of 10-100’s eV [155, 156]. These ultrashort and broadband XUV bursts

provide a way to coherently prepare, probe, and control ultrafast dynamics of highly

excited molecules [157, 158]. Combined with time-delayed near infrared (NIR) or

visible laser pulses, pump-probe spectroscopy schemes can be used to investigate

dynamics in atoms and molecules on the natural timescale of electrons.

To characterize excited state dynamics, researchers have developed sophisticated

techniques involving the detection of charged photofragments, and the measurement

of the photoabsorption signals. In particular, attosecond transient absorption spec-

troscopy (ATAS) has received considerable attention recently [159, 160], as it is

relatively easy to implement and quite suitable for the measurement and manipu-

lation of bound and quasi-bound state dynamics. Recent ATAS experiments focus

on properties and evolution of XUV initiated dipole polarization in atoms by using

a delayed NIR pulse as a perturbation. In this scenario, many interesting time-

dependent phenomena have been observed, including AC Stark shifts [161], light-

induced states [162], quantum beats or quantum path interferences [163], strong-field

line shape control [70], and resonant-pulse-propagation induced XUV pulse reshap-

ing effects [64, 89].

In contrast to the bulk of previous studies, which have been conducted in atoms,

our goal in this paper is to extend the ATAS to the investigation of complex molecu-

lar systems. Molecular ATAS is a largely unexplored topic and very few studies have

been conducted so far [164, 165]. Here we present a joint experimental-theoretical

study of the autoionizing Rydberg states of O2. An XUV attosecond pulse train

was used to coherently prepare the molecular polarization, and a time-delayed NIR

pulse to perturb its evolution. Superexcited states created by the XUV pulse have

multiple competing decay channels, including autoionization and dissociation into

charged or neutral fragments. The autoionization process is one of the most funda-

mental process driven by electron correlation, which involves interference between
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the bound and continuum channels. This discrete-continuum interaction is ubiqui-

tous in atoms, molecules and nano-materials [166], and it is parametrized by the

well-known Fano formula describing spectral line shapes [167].

The paper is organized as follows. Sec. 4.2 below introduces the autoionizing

Rydberg states of O2 and compares the photoabsorption cross sections obtained

by different methods, including our time-independent Schwinger variational calcu-

lations. In Sec. 4.3, we describe our experimental setup and transient absorption

line shapes obtained at various time delays. Section 4.4 is focused on the theoretical

approach, where we describe our time-independent Schwinger calculation method

in subsection 4.4.1, and the ab initio MultiConfiguration Time-Dependent Hartree-

Fock (MCTDHF) method in subsection 4.7. We then compare full experimental

transient absorption spectrograms with MCTDHF calculations in subsection 4.4.3.

In Sec. 4.5, we present a simple model that connects Fano q parameters of static

absorption profiles with the transient absorption line shapes and compares how laser

induced attenuation (LIA) and laser induced phase (LIP) modifies the dipole polar-

ization initiated by the XUV pulse. We summarize our work in Section 4.6, followed

by appendices that describe experimental details, MCTDHF approach, and few-level

model of dipole polarization and NIR perturbation.

4.2 Autoionizing Rydberg states in O2

Table 4.1: State assignment, effective quantum number n∗, energy, linewidth and
field-free lifetime of some relevant autoionizing states in O2 from [9, 10]. Fano
q parameters are obtained by fitting calculated photoabsorption cross section in
Fig. 4.1(b).

State n∗ Energy (eV) Linewidth (meV) Lifetime (fs) Fano q
6sσg ∼5

24.028 3.69 178.37 -0.60
5dσg 23.976 3.60 182.83 0.28
5sσg ∼4

23.733 7.31 90.04 -0.59
4dσg 23.632 7.10 92.70 0.22

In our experiment, autoionizing Rydberg states with electronic configurations
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Figure 4.1: (Color online) (a) Schematic potential energy diagram of O2. Black curve
is the excited ionic c-state (c4Σ−u ). Blue dashed and red dottedcurves are Rydberg
series of neutral superexcited nd and ns states, respectively. Each state supports two
vibrational levels. (b) (Purple line) Synchrotron measurement of photoabsorption
cross section from [9]. Features associated with various electronic states and their
vibrational levels (ν=0 at bottom and ν=1 at top) are labeled. (Green dash line)
Theoretical photoabsorption cross section from [10]. (Orange solid curve) Multi-
channel photoabsorption cross section that we obtained using Schwinger variational
calculation.

that we can denote as 2sσ−1
u ( c4Σ−u )nlσg, for example, are formed through the direct

XUV excitation of an inner shell 2sσu electron to the Rydberg series converging to

the excited ionic c-state (c4Σ−u ) of O+
2 . Fig. 4.1(a) shows the potential energy curves

of some of these states. Those states that are optically connected to the 3Σ−g ground

state of O2 have the symmetries 3Σ−u and 3Πu. In our observations, those Rydberg

series correspond to excitations from the 2sσu orbital of O2 to ndσg (3Σ−u ), nsσg

(3Σ−u ), and ndπg (3Πu). The XUV pulse in the experiment can also cause direct

excitation to the 3Σ−u and 3Πu continua by photoionization of the 3σg, 1πu, and 1πg

valence shells. Those excitations form the X2Πg, a4Πu, A2Πu b4Σ−g , B2Σ−g states of

the ion, lying below the c-state of O+
2 [168], and also a second 2Πu state at 23.9 eV

just below the ground vibrational level of the c-state at 24.564 eV [169].
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Therefore, the autoionizing Rydberg states converging to the c-state are each

embedded in several ionization continua, and can decay into any of them. These

autoionizing Rydberg states can be grouped into pairs of dominant features [ndσg,

(n+1)sσg] shown in Fig. 4.1(a) as blue and red curves, respectively. As we discuss

later the (n+1)sσg series overlaps with the ndπg series, therefore, to be accurate, the

pairs of features in Fig. 4.1(a) should be listed as [ndσg, (n+1)sσg+ndπg]. The pairs

relevant to our study are [3dσg, 4sσg+3dπg], [4dσg, 5sσg+4dπg], [5dσg, 6sσg+5dπg],

[6dσg, 7sσg+6dπg], etc. Furthermore, the ionic c-state supports two vibrational

levels [170], ν=0 and ν=1, as shown in Fig. 4.1(a), and the nlσg Rydberg states are

also known to support at least two vibrational levels.

The pairs of Rydberg features [ndσg, (n+1)sσg+ndπg] can be identified in the

static XUV photoabsorption spectra in Fig. 4.1(b), where the purple curve is static

absorption spectrum adapted from a synchrotron study by Holland et al. [9]. The

autoionizing Rydberg series with vibrational state ν=0 are labeled at the bottom of

Fig. 4.1(b)(blue and red labels for each pair), while the members of the series with

vibrational state ν=1 are labeled at the top. The green curve in Fig. 4.1(b) shows

the theoretical cross section computed by Demekhin et al. [10] using a single center

expansion method that includes static and non-local exchange interactions without

coupling between ionization channels leading to different ion states. These authors

estimated the ν=1 contributions and broadened their theoretical cross sections by

a Gaussian function of 20 meV full width at half maximum (FWHM).

Using the Schwinger variational method in calculations described in Sec. 4.4.1,

we computed the XUV photoionization cross section at the equilibrium internu-

clear distance of O2 to approximate the vibrational ground state ν=0 contribution.

Our results in Fig. 4.1(b)(orange curve) reproduce the main features of synchrotron

measurements very well. Our calculated cross section curve is for randomly oriented

molecules and includes both perpendicular (3Πu) and parallel (3Σ−u ) contributions

from various ionization channels corresponding to continua associated with differ-

ent ionic states. From the calculated static absorption line shapes (orange curve),

we extracted Fano q parameters for a few representative states, which are listed in
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Table 4.1. The autoionization lifetimes for these states (based on Ref. [10]) are also

listed in Table 4.1.

4.3 Transient Absorption Experiment

To explore the dynamics of O2 superexcited states, we conducted experimental

and theoretical ATAS studies. Our experimental pump-probe setup is shown in

Fig. 4.2(a). Briefly, we employ 40 fs NIR pulses at 1 kHz repetition rate with pulse

energy 2 mJ and central wavelength 780 nm. One portion of the NIR beam is fo-

cused into a xenon filled hollow-core waveguide to generate XUV attosecond pulse

trains (APTs) with ∼440 attosecond bursts and ∼4 fs envelope. The APTs is dom-

inated by harmonics 13, 15, and 17, out of which the 15th harmonic resonantly

populates superexcited states. The second portion of NIR laser pulse goes through

a delay-line and perturbs the XUV initiated molecular polarization with estimated

peak intensity ∼1 TW/cm2. A grating spectrometer is used to measured the XUV

spectra transmitted through the O2 gas sample. Using the Beer-Lambert law we

can determine optical density change (OD) due to NIR perturbation as a function

of photon energy, ~ω, and XUV-NIR time delay, td, as

OD(ω, td) = − log[(IXUV+NIR

out )/(IXUV

out )], (4.1)

IXUV+NIR
out (ω, td) and IXUV

out (ω, td) are transmitted XUV spectra with and without the

presence of NIR pulse, respectively.

The spectrogram measured using ATAS is shown in Fig. 4.2(b). To highlight

the NIR induced absorbance change relative to continuum absorption, Fourier high

pass filter is used to remove slow variation of underlying spectral profile, as also used

in [164, 171]. The vertical axis of the spectrogram refers to milli- optical density

change (mOD). Negative time delay means XUV arrives at the oxygen sample first,

i.e. the NIR perturbation is imposed after the XUV initiates molecular polariza-

tion. There are many interesting aspects of this spectrogram. The striking feature

being that we observe alternating blue and red bands corresponding to negative and

positive OD change relative to the O+
2 continua absorption spectrum, respectively.
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Figure 4.2: (Color online) (a) Experimental set up for XUV transient absorption
studies in neutral superexcited states of O2. (b) Experimentally measured transient
absorption spectrogram in O2.

According to the assignments of the autoionizing Rydberg states in Fig. 4.1(b), we

find that all ndσg states show negative OD (less absorption compared to the contin-

uum), while the features corresponding to the combination of nsσg and ndπg show

positive OD.

We have plotted transient absorption spectra at some representative time delays

in Fig. 4.3(a). The experimental input XUV spectrum is also plotted. Relevant state

assignments are labeled on the top of the figure. In addition to ν=0 states, we also

list ν=1 states, following assignments in Ref. [10]. In Fig. 4.3(a), for positive time

delays, when the NIR pulse arrives earlier, there are no discernible features in the

transient absorption spectrum, because the NIR pulse alone is not strong enough

to significantly perturb the ground state of neutral O2. At large negative delays

where the XUV arrives earlier than the NIR, we observe finer oscillating structures

corresponding to the well-known perturbed free induction decay [172]. When the

delay is close to zero, complicated line shapes can be observed. These line shapes

are more complex than Fano profiles observed in ATAS of atomic gases. Considering

different pairs of features in the series, i.e. [4d, 5sσg + 4dπg], [5d, 6sσg+ 5dπg], etc,

we find that all ndσg features show a dip in the transient absorption line shape at

the position of the resonance, while (n+1)sσg+ndπg show a peak. The difference in

signs of OD for these features stems from the difference in Fano q parameters of the

static absorption profiles of the corresponding states which are shown in Fig. 4.1(b)
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and discussed in more detail below.

Figure 4.3: (Color online) (a) Experimental transient absorption spectra at certain
representative time delays. The scale bar represents 5 mOD change. Experimental
XUV spectrum is also shown at the top. Negative time delay implies XUV arrives
at the target earlier than NIR pulse. All ndσg (nsσg+ndπg) states show negative
(positive) OD at resonance, corresponding to less (more) absorption compared to
continua absorption spectrum. (b) The MCTDHF calculations of the transient
absorption spectra at few time delays.

4.4 Transient Absorption Theory

4.4.1 Time-independent calculations

Since the static XUV photoabsorption line shapes play a central role in our in-

terpretation of the transient absorption spectra, we calculated the XUV photoion-

ization cross section using the Schwinger variational approach [173, 174]. Briefly,

the one-electron molecular orbitals in these calculations were expanded by using an

augmented correlation-consistent polarized valence triple zeta aug-cc-pVTZ basis

set [175, 176]. A valence complete active space self-consistent field calculation on

the ground state of O2 was used to obtain a set of orbitals that was then used in

complete active space configuration interaction (CAS-CI) calculations on both the

O2 ground state and the O+
2 states. The six channels that were included consisted
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of five channels which are open in the energy range of interest in this study, 23.6

eV to 24.4 eV, X 2Πg, a
4Πu, A

2Πu, b
4Σ−g , and B 2Σ−g . The sixth channel, which

was closed, is the c4Σ−u channel that is responsible for the autoionization resonances

studied here. In all calculations, the ionization potentials were shifted slightly to

agree with the experimental vertical ionization potentials in Ref. [169].

Figure 4.4: (Color online) (a) Total cross section as a function of the photon energy
and effective quantum number n∗. (b) Various electronic channels contributing the
total cross sections and their Fano profiles. (c) Parallel (3Σ−u ) and perpendicular
(3Πu) polarization contributions to the total XUV photoionization cross section in
the vicinity of the pair of features with n∗= 3 in Fig. 4.1 showing the presence of
the 3dσg(parallel), 4sσg (parallel), and 3dπg (perpendicular) states.

In Fig. 4.4(a), we plot the total cross section as a function of photon energy and as

a function of the effective quantum number, defined as n∗ =
√
Ry/(IP− ~ω), where

Ry is the Rydberg constant and IP is the ionization potential of the closed c4Σ−u

channel which has the autoionizing resonances. The partial cross sections computed

for ionization leading to the five open channels are shown in Fig. 4.4 (b), which shows

the autoionization resonances coming from the closed channel. We neglected two

states that are observed in the photoelectron spectrum [169], the dissociative 2Πu

state at 23.9 eV that has a broad photoelectron spectra and the weak 2Σ−u channel at
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27.3 eV. In addition, we have neglected a number of other experimentally unobserved

states that would have very weak ionization cross sections in this energy region.

Fig. 4.4(b) shows that Fano q parameters depend on the final channel considered.

However, a single resonance interacting with many continua can be rewritten as a

resonance interacting with the linear combination of the channels. The orthogonal

linear combinations of the channels do not interact with the resonance but con-

tribute to a non-zero background to the cross section. Furthermore, by calculating

the parallel (3Σ−u ) and perpendicular (3Πu) polarization contributions to the XUV

photoionization cross section in Fig. 4.4(c), we clearly see that each of the pairs of

features in Fig. 4.1 corresponds to three states that were mentioned in the Sec. 4.2.

In each pair, the first feature corresponds to an ndσg Rydberg state while the second

corresponds to contributions from the (n+1)sσg and ndπg states. The ndπg Ryd-

berg series was proposed before by Wu et al. [177], but it has been ignored in many

of the subsequent experimental and theoretical studies. Importantly, as seen from

Fig. 4.4(c), Fano q parameters are similar for the two overlapping states (n+1)sσg

and ndπg.

4.4.2 Time-dependent calculations

We performed ab initio theoretical calculation of transient absorption signals in the

same energy range as O2 superexcited states using a recently developed implementa-

tion of the MCTDHF method. This method simultaneously describes stable valence

states, core-hole states, and the photoionization continua, which are involved in these

transient absorption spectra, and this approach has been previously explored and

developed by several groups [178–184]. Briefly, our implementation solves the time-

dependent Schrödinger equation in full dimensionality, with all electrons active. It

rigorously treats the ionization continua for both single and multiple ionization us-

ing complex exterior scaling. As more orbitals are included, the MCTDHF wave

function formally converges to the exact many-electron solution, but here the limits

of computational practicality were reached with the inclusion of full configuration

interaction with nine time-dependent orbitals.



104

In these calculations, an isolated XUV attosecond pulse is used to excite the

polarization which is then perturbed by a more intense NIR pulse. The weaker

XUV probe pulse is modeled as an isolated 500 attosecond pulse with a sin2 envelope

centered at 27.21 eV and with an intensity of 1.6 × 1010 W/cm2. The 40 fs NIR

pulse is centered at 800 nm with an intensity of 1.5 × 1012 W/cm2. The MCTDHF

calculation produces the many-electron wave function |Ψ(t)〉 both during and after

the pulses.

To describe the resulting spectrum, we start from a familiar expression for the

transient absorption spectrum. If the time-dependent Hamiltonian is written as

Ĥ = Ĥ0 − d̂ E(t) where Ĥ0 is the field-free Hamiltonian, d̂ is the dipole operator,

and E(t) is the electric field of the applied XUV and NIR laser pulses, the single-

molecule absorption spectrum is proportional to the response function [185–187],

namely,

S̃(ω) = 2Im[d̃(ω) Ẽ∗(ω)] (4.2)

In this equation, d̃(ω) and Ẽ(ω) are the Fourier transform of the time-dependent

induced dipole, d(t) = 〈Ψ(t)|d̂|Ψ(t)〉, and the total applied electric field, E(t), respec-

tively. We use response function in this study together with ab initio calculations of

the electron dynamics to compute the transient absorption signals. Equation (4.2)

is also the point of departure for our description of these spectra using the simple

models described in Section 4.5. In both cases these spectra are used to compute

the experimentally measured OD by employing the Beer-Lambert law as described

in Appendix 4.7 where additional details of the MCTDHF calculations are given.

A number of previous calculations and experiments, for example, Refs. [10, 188–

192], considered only parallel polarization between oxygen molecule internuclear axis

and the XUV field, and thus invoked only two Rydberg series with nsσg(
3Σ−u ) (l=0,

m=0) character and with ndσg(
3Πu) (l=2, m=0) character. In MCTDHF calcula-

tion, as in the Schwinger variational calculation, we have assumed randomly oriented

molecules in the presence of a linearly polarized XUV field in the calculation. Here

again therefore, in addition to Rydberg series corresponding to excitations form
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2sσu to nsσg and ndσg Rydberg orbitals, we rediscovered contributions from the

third Rydberg series corresponding to excitations to orbitals ndπg (l=2, m=1) char-

acter, converging to the same limit and forming O2 states of overall 3Πu symmetry.

Fig. 4.3(b) shows MCTHDF calculation of the transient absorption spectra

at few representative time delays. It agrees well with experimental spectra in

Fig. 4.3(a), and all ndσg states show a dip in the transient absorption line shapes,

while (n+1)sσg+ndπg states show a peak. Experimental line shapes exhibit more

features than MCTDHF results due to the presence of transient absorption signals

from an additional vibrational level (ν=1) for each state, and this possibility is not

considered in the MCTDHF calculation.

4.4.3 Comparison of experimental and MCTDHF spectrograms

Next, we compare full experimental and calculated spectrograms as shown in

Fig. 4.5(a) and (c), respectively. The MCTDHF calculation generally agrees with

the experimental data very well, where they both show alternative positive (red)

and negative (blue) absorbance structures at (n+1)sσg (including ndπg) and ndσg

states, respectively. Moreover, the upward curve of absorption structure indicates

that there are AC Stark shifts of the quasibound states induced by moderate strong

NIR laser field. The observed Stark shift ∼ 20 meV near zero delay corresponds well

with the NIR laser peak intensity used. Also, hyperbolic fringes apparent at large

negative time delays can be understood by the perturbed free induction decays, as

also observed in ATAS studies in atomic gases. As mentioned earlier, experimental

data contains contributions from ν=1 vibrational levels, therefore the experimental

spectrogram has more features than the theoretical counterpart.

By taking line-outs from the spectrograms at the energy location of various

Rydberg states, we can obtain information about the evolution of these states. In

Fig. 4.5(b), we take line-outs at the energies corresponding to the 4d(ν=0), 5s(ν=0),

4d(ν=1), 5s(ν=1), 5d(ν=0), 6s(ν=0), 6d(ν=0), 5d(ν=1), 7s(ν=0), 6s(ν=1),

7d(ν=0), 8s(ν=0) states, in order of increasing energy, at the position of maximum

positive or negative OD change. Note that the line-outs labeled (n+1)sσg include
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Figure 4.5: (Color online) (a) Measured transient absorption spectrogram labeled
with various electronic states corresponding to ν=0 (black) and ν=1 (green) vibra-
tional levels, and (b) its corresponding horizontal line-outs at some representative
energy levels. (c) MCTDHF calculated transient absorption spectrogram, and (d)
its corresponding horizontal line-outs.

contribution from ndπg. It is clear that regardless of the sign of the OD change the

lifetime of polarization increases with the quantum number of the Rydberg series

members. It is known that the natural autoionization lifetimes scale with effective

quantum number as (n∗)3 [193], and for each n, the (n+1)sσg, ndπg, and ndσg states

have similar n∗ values (see Fig. 4.4), and have similar decay timescales.

It should be noted that the decay timescales observed here are faster than the

autoionization lifetimes due to NIR pulse induced broadening of resonances [194].

Fitting a convolution of Gaussian and exponential decay to the evolution of 5d, 6s

(ν=0) signals, we obtain a decay timescale ∼60 fs, corresponding to a net line width
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of ∼11 meV. Subtracting the field-free natural line width of 3.6 meV (Table 4.1),

we estimate the effective NIR induced broadening of these resonances to be ∼7

meV. The decay timescales for other ν=0 resonances are difficult to estimate as the

transient absorption signals are either very weak or they overlap with vibrationally

excited, nu=1 members of the Rydberg series. It is also hard to discern if decay

timescales for ν=1 states are different from the ν=0 states. This is significant as the

dissociation lifetime of ν=1 states are much shorter (∼67 fs) than ν=0 dissociation

lifetime (> ps), and thus can be comparable to autoionization lifetime [195] over

the range of the effective quantum numbers considered here. One could argue in

this case that as the molecule breaks up into excited atomic fragments, the decay

of atomic polarization follows similar trend as the original molecular polarization.

Fig. 4.5(d) shows MCTDHF calculation line-outs for certain ns(ν=0) and

nd(ν=0) states, and the trends in their lifetimes qualitatively agree with experimen-

tal observations and expectations that the larger effective quantum number states

have a longer autoionization lifetimes. However, our MCTDHF calculations are not

able to accurately reproduce the absolute lifetimes of these states, particularly those

with higher principal quantum number. It should be noted that unlike some recent

studies on excited states of H2 [196], our experiment-theory comparison shows that

for Rydberg autoionizing states in O2 neither nuclear vibration nor molecular rota-

tion has a significant effect on the delay-dependent line shapes obtained in transient

absorption spectra.

4.5 Few-level Models for Transient Absorption Spectra

Transient absorption line shapes carry information on about the XUV induced dipole

polarization and its modification by an NIR pulse. For autoionizing states, we can

use a few-level model to understand the origin of the correlation observed here

between changes in the OD seen in transient absorption and Fano q parameters of

the line shapes in the corresponding static XUV absorption spectrum. The central

idea is to begin with a model for the polarization d(t) induced by the XUV pulse
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Figure 4.6: (Color online) Three level model system showing a ground state |g〉, an
excited bound state |b〉, and a continuum state |E〉, along with dipole couplings Dgb,
DgE, and interaction term VbE.

that is capable of reproducing the Fano line shapes of the XUV spectrum, and

then allow the NIR pulse to modify it by either laser-induced attenuation or laser-

induced phase shift. We then use the modified d(t) characterized by the time delay

td, namely, dtd(t), to calculate the change of the response function of Eq. ( 4.2), i.e.

S̃(ω, td)− S̃(ω), and therefore the transient absorption spectrum.

In the model system, an XUV interaction directly couples the ground state,

|g〉, to both an excited metastable quasibounded (autoionizing) state, |b〉, and the

background continuum at nearby energies, |E〉. A schematic of the energy levels in

our few-level model system is shown in Fig. 4.6. A similar treatment of autoionizing

states using few-level model has been described in detail by Chu and Lin [187], and

we generally follow their approach. For the diagram in Fig. 4.6, the time-dependent

wave function of the system is a superposition of these states

Ψ(t) = e−iEgtCg(t)|g〉

+ e−i(Eg+ωXUV)t

[
Cb(t)|b〉+

∫
dECE(t)|E〉

]
. (4.3)

The time-dependent coefficients Cg(t), Cb(t), and CE(t) can be computed by

solving the corresponding time-dependent Schrödinger equation in which the time-

dependent Hamiltonian is

Ĥ(t) = Ĥ0 − d̂ [EXUV(t) + ENIR(t; td)] , (4.4)
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where Ĥ0 is the unperturbed molecular Hamiltonian and d̂ is the dipole operator.

The XUV field, EXUV(t) is centered at t = 0, and the delayed NIR field is centered at

t = td, so that

ENIR(t; td) = E0
NIRe
−(t−td)2/τ2

NIReiωL(t−td) + c.c., (4.5)

where E0
NIR is the NIR peak field amplitude, and ~ωL is the NIR photon energy.

We first consider the case with XUV pulse alone to verify that this simple treat-

ment with two discrete levels and a background continuum can describe the Fano

profiles of autoionizing states. The ultrashort XUV field creates a polarization, d(t),

at the beginning of the XUV pulse,

d(t) = 〈Ψ(t)|d̂|Ψ(t)〉. (4.6)

We can solve for |Ψ(t)〉 and construct an analytic expression for d(t) under the

assumptions explained in Appendix 4.8. We generalize the delta function XUV

pulse used in [187] to have a Gaussian shape instead, with envelope function F (t)

and electric field amplitude FXUV.

EXUV(t) = F (t) exp (iωXUVt) + c.c.

F (t) ≡ FXUV e
−(t/τXUV)2

/
√
πτ 2

XUV

(4.7)

The analytical expression for d(t) due to this XUV pulse is given in the appendix

in Eq.(4.26). In our model calculations, the XUV pulse width τXUV is 5 femtosecond.

In the limit that the XUV pulse is infinitely narrow (τXUV → 0) this pulse becomes

a delta function pulse as used in [187].

In that limit this model produces precisely the Fano line shape of an absorption

feature corresponding to the bound state, |b〉 embedded in the continuum as shown in

Eq.(4.22). Thus, our point of departure for the simple models for how the line shapes

of the pure XUV spectrum are modified by transient absorption is the assumption

that the NIR pulse arriving at time delay td modifies the form of d(t) initiated by the

XUV pulse. In these models, the decay lifetimes and Fano q parameters are chosen

so that the simulated frequency-domain static line shapes in Fig. 4.7(a) for (5d,6s)

states agree with our static photoabsorption cross section data in Fig. 4.1(b).
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Figure 4.7: (Color online) Modeling of transient absorption line shapes resulting
from the NIR perturbation. (a) Simulated static absorption profile that mimics
the 5d and 6s state line shapes and the corresponding Fano q parameters. (b)
Transient absorption spectra obtained when NIR perturbation is modeled as laser
induced phase (LIP) and laser induced attenuation (LIA). (c) Calculated static
absorption spectrum for 5d and 6s states based on Schwinger variational approach
from Fig 4.1(b) for comparison. (d) Experimentally measured transient absorption
spectrum (solid red line) , and MCTDHF calculated transient absorption spectrum
(dashed black line) from Fig 4.3(b) for comparison.

To model the NIR perturbation of XUV induced polarizations in the atomic

case, two approaches are widely used: the laser-induced attenuation (LIA) model

and laser-induced phase (LIP) model. The key assumption of the LIA model is that

the intense NIR pulse extinguishes the polarization initiated by the XUV pulse by

truncating the oscillating electric dipole. Its physical meaning is that the quasibound

state population is depleted by the NIR pulse through transfer to other states and

continua. In the sudden version of this approximation, the polarization can be

expressed as

dtd(t) =

 d(t) , t < td

0 , t ≥ td
LIA model. (4.8)
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A slower truncation can also be applied by using a smoother function for transition

between two regimes. The LIA approach is central to a number of models for ATAS

studies in many atomic gases [187, 197–199].

On the other hand, the LIP model assumes that NIR field leads to an energy

modification, ∆E(t, td), of the excited state, and hence the polarization will gain

additional phase such that

dtd(t; td) = d(t)eiφ(t,td) LIP model, (4.9)

where the additional phase is φ(t, td) = ∆E(t, td)t/~, and it depends on the delay

time td of the NIR pulse. The LIP model has been used to explain results of ATAS

in many atomic cases [70, 71, 161, 172].

Two methods can be used to calculate the energy and hence phase shift φ(t; td).

Refs. [70, 71] calculate it based on the Stark energy shift, which is time-averaged and

approximated as a pondermotive energy shift. Alternately, second-order perturba-

tion theory can be used to calculate the energy shift in the presence of coupling to

nearby states [161]. Here we took the former approach for the phase shift calculation,

and parameterized the pondermotive energy shift in atomic units as

Epon(t; td) = [E0
NIRe
−(t−td)2/τ2

NIR]2/(4ω2
L). (4.10)

Thus, the NIR modified dipole polarization becomes

dtd(t; td) = d(t)eiEpon(t;td) t. (4.11)

Using either the LIP or LIA model, we Fourier transformed the modified polariza-

tion and calculated the response function using Eq.(4.2), thereby obtaining the OD

as a function of energy and delay using Eq.(4.13). Further details of our model

calculations are given in Appendix 4.8.

In the LIA model, we use smooth truncation of the XUV initiated polarization,

which results in the absorption spectrum shown as dashed blue line of Fig. 4.7(b)

(at delay -10 fs). In this model, the absorption at resonance energy increases or

decreases depending on whether the absolute value of the Fano q parameter of the
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static line shape is either less than or greater than unity, similar to the behavior for

a sudden truncation case exhibited explicitly in Eq. (4.32). The Fano q parameters

of the pairs of autoionizing features in static absorption spectrum (Fig. 4.1(b)) both

have |q| < 1, but with differing signs, and thus the LIA model, even with gradual

attenuation, fails to reproduce the directions of absorption changes observed in the

transient absorption spectrum.

Using Fano q parameters from the static absorption profile in Fig. 4.7(a) and our

experimental NIR pulse parameters, we also applied the LIP model with pondermo-

tive energy shift as a NIR perturbation effect, and results are shown in solid blue

line in Fig. 4.7(b). The application of a laser induced phase evidently produces an

effect in which the absorption increases or decreases depending on the sign of q when

|q| < 1. For comparison of our model with full theory and the experiment, we show

static absorption line shapes obtained using Schwinger calculation in Fig. 4.7(c).

Figure 4.7(d) shows the transient absorption line shapes obtained experimentally

(solid red line) and from MCTDHF calculation (solid black line) at delay of -10 fs.

Both our experimental and MCTDHF calculated line shapes agree well with the

LIP model. It is important to note that the detailed measurements of complex line

shapes associated with molecular polarization of pairs of nd and ns states provide

the required detail to distinguish between the validity of different models. To our

knowledge, this is the first study where such comparison has been made. Based on

our results, it seems that in this case the LIP assumptions better reflect the physics

of ATAS experiment than those of the LIA model, even with smooth attenuation

functions.

4.6 Conclusion

In summary, we used the ATAS to investigate XUV initiated oxygen molecular polar-

ization of superexcited states, perturbed by a NIR pulse, and the alternate negative

and positive absorption spectra for ndσg and (n+1)sσg autoionizing states are ob-

served. The numerical results obtained using ab initio MCTDHF calculations agree
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with the experimental findings. In addition, from our MCTDHF and Schwinger vari-

ational calculations, we identify and include the contribution of a weaker ndπg state

that overlaps with (n+1)sσg state. From the transient absorption spectrograms, we

observe that decay lifetime of the dipole polarization for ndσg and (n+1)sσg states is

similar and it increases with the effective quantum number n∗. However, the decay

timescale is faster than natural autoionization timescale due to NIR pulse induced

broadening of resonances. The decay lifetime is also found to be insensitive to the

vibrational state of the molecule, within the sensitivity of our measurements. To

better interpret our findings, two models of NIR perturbation of the XUV initiated

molecular polarization are tested against experimental and MCTDHF calculated

transient absorption line profiles, and we find that laser induced phase shift model

explains our results, while laser induced attenuation does not. On these grounds, we

conclude that the negative/positive transient absorption signals for nd/ns states can

be explained in terms of two very different manifestations of electronic interference

in molecular excitation (opposite signs of initial Fano q parameters) influenced by

the same NIR induced Stark shift in transient absorption experiments. We envision

that additional ATAS investigations of low quantum number Rydberg states that do

not follow core-ion approximation [191], with few-cycle NIR pulses, will enable us

to study the non-adiabatic effects associated with fast autoionization and dissocia-

tion in O2. The relationship between the static properties and transient absorption

line shapes explored here leads us to propose that finer features of ATAS spectra

in molecules could be used to characterize the undetermined electronic properties

of dynamically evolving systems and test the theoretical models of the strong-field

modification of the correlated electron dynamics, including recently proposed inter-

ference stabilization of autoionizing states [200].

4.7 Appendix I: MCTDHF Based Theoretical Calculations

To calculate the transient absorption spectra, we applied the MCTDHF method,

which simultaneously describes stable valence states, core-hole states, and the
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photoionization continuua. MCTDHF implementation solves the time-dependent

Schrödingier equation in full dimensionality, and because it is based on a combi-

nation of the discrete variable representation (DVR) and exterior complex scal-

ing (ECS) of the electronic coordinates, it rigorously treats the ionization con-

tinua for both single and multiple ionization. As more orbitals are included,

the MCTDHF wave function formally converges to the exact many-electron so-

lution. The MCTDHF electronic wave function is described by an expansion in

terms of time-dependent Slater determinants, |Ψ(t)〉 =
∑

aAa(t)|~na(t)〉, in which

each determinant is the anti-symmetrized product of N spin orbitals, |~nα(t)〉 =

A (|φa1(t)〉 · · · |φaN(t)〉). These spin-restricted orbitals |φa(t)〉 are in turn expanded

in a set of time dependent discrete DVR basis functions, and full configuration in-

teraction is employed within the electronic space. We reach the MCTDHF working

equations by applying the Dirac-Frenkel variational principle to the time-dependent

Schrödinger equation for the trial function. Details of the resulting working equa-

tions and their solution can be found in Ref. [201].

The results presented here were calculated using nine orbitals, which can be

labeled as σg, σg, σu, σu ,πu,±1, σg, πg,±1 at the beginning of the propagation.

These calculations have a spin adapted triplet configuration space of dimension 36.

We used a fixed nuclei Hamiltonian where the internuclear distance is 2.282 bohr.

Prolate spheroidal coordinates, (η, ξ, φ), were used in these calculations, and we

employ a DVR grid of 10 points for η and a ξ grid with twelve grid points per finite

element. Nine finite elements were used in ξ, the first of length 2.0 a0 providing a

dense grid to represent the 1s orbital and orbital cusp region, with seven subsequent

five elements of length 8.0 a0. Exterior complex scaling is applied to the remaining

four elements extending an additional 32 a0 with a complex scaling angle of 0.40

radians. The results show no sensitivity to the ECS angle, indicating that all ionized

flux is being completely absorbed by the ECS procedure.

The MCTDHF calculation describes the relative energies and line shapes in

these cross section, but does not reproduce the absolute excitation energies of these

autoionizing states. Thus, the calculated results were shifted to lower energies by
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5.18 eV such that the limit of the calculated Rydberg series, corresponds to the c4Σ−u

state of O+
2 , agrees with the literature value. Because the present calculations used

a fixed nuclei treatment, the MCTDHF computed cross section does not exhibit

vibrational structure. We observe that the relative energies of the (2σu)
−1(nsσg)

and (2σu)
−1(ndσg) series from our fixed-nuclei MCTDHF calculations agree well

with the locations of first vibrational states (ν=0) of those two series as in [9, 10].

The MCTDHF computed cross section is for randomly oriented molecules in the

presence of a linearly polarized XUV field. This total cross section is computed

using the appropriate relation for single photon absorption, σtotal = 1
3
σ‖ + 2

3
σ⊥,

where σ‖ and σ⊥ are calculated separately for oriented molecules either parallel or

perpendicular to the polarization directions of the fields. The calculations from

Demekhin et al. [10], considered only parallel polarization, and thus there were only

two Rydberg series, (2σu)
−1(nsσg) and (2σu)

−1(ndσg), converging to the c4Σ−u limit.

However, using perpendicular polarization, the MCTDHF computed σ⊥ exhibits

a third Rydberg series converging to the same limit, namely, the series we have

identified as (2σu)
−1(ndπg) here.

To compute quantities directly comparable to the experimental observation of

the quantity in Eq.(4.1), we begin with Beer-Lambert law, − log[Iout/Iin] = σ N L

where Iin and Iout are the incoming and outgoing field intensities, respectively, and

σ is the photoabsorption cross section. For these comparisons, we estimated the

molecular density as N = 1 × 1016cm−3 and L = 1 cm for the path length. The

photoabsorption cross section is related to the response functions, S̃(ω), computed

using the MCTDHF method. Therefore, we can construct the appropriate OD

corresponding to Eq.(4.1) as

OD =− log
[IXUV+NIR

out (td)

IXUV
out

]
=−

{
log
[IXUV+NIR

out (td)

IXUV+NIR
in

]
− log

[IXUV
out

IXUV
in

]}
=4παω

[
S̃XUV+NIR(ω; td)

|ẼXUV+NIR
in (ω)|2

− S̃XUV(ω)

|ẼXUV
in (ω)|2

]
NL

(4.12)

At frequencies in the XUV, the contribution of the NIR pulse is negligible, so
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Figure 4.8: (Color online) Transient absorption line-outs calculated using MCTDHF
method for molecules (a) aligned parallel to XUV field polarization, and (b) perpen-
dicularly to XUV field polarization, plotted at the energies corresponding to several
resonances. Note that the NIR field polarization is always parallel to the XUV field
polarization.

that ẼXUV+NIR
in (ω) ≈ ẼXUV

in (ω). With that assumption, Eq.(4.12) becomes the following

working expression for the measured quantity in terms of the calculated frequency-

and delay-dependent response functions,

OD ≈ 4παω

[
S̃XUV+NIR(ω; td)− S̃XUV(ω)

]
|ẼXUV

in (ω)|2
NL. (4.13)

When the molecular axis of O2 is parallel to both XUV and NIR field polarization

directions as in Fig. 4.8 (a), the ndσg states exhibit negative OD, while nsσg states

show positive OD. However, as shown in Fig. 4.8 (b), where the molecular axis is

perpendicular to the polarization directions of both XUV and NIR fields, the ndπg

states contribute positive OD. In order to compute the time-delay dependent OD

for randomly oriented molecules, we make the approximation (exact for one-photon

absorption), ODtotal = 1
3
OD‖ + 2

3
OD⊥, and the result is shown in Fig. 4.3 (b)

and Fig. 4.5 (d). Specifically, in Fig. 4.5 (d) we show OD at six energies which

correspond to three resonances for the (2σu)
−1ndσg series, and three resonances for

the (2σu)
−1(ndπg)+(2σu)

−1(nsσg) series.
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4.8 Appendix II: Few-level Model for Transient Absorption

4.8.1 XUV initiated polarization

We first substitute Eq.(4.3) and the Hamiltonian in Eq.(4.4) into the Schrödinger

equation, and then project onto that equation with 〈g|, 〈b|, and 〈E|. We then assume

that the only nonzero dipole matrix elements are Dgb = 〈g|d̂|b〉 and DgE = 〈g|d̂|E〉,
and recalling that the XUV field is EXUV(t) = F (t)eiωXUVt + c.c., make the rotating

wave approximation. We also assume that the molecular Hamiltonian, H0, couples

only |b〉 to |E〉, so that its only nonzero matrix elements are Eg = 〈g|H0|g〉, Eb =

〈b|H0|b〉, 〈E|H0|E ′〉 = δ(E−E ′), and VbE = 〈b|H0|E〉. Then, using the orthogonality

of |g〉, |b〉, and |E〉, we find that the time-dependent coefficients Cg(t), Cb(t), and

CE(t) satisfy the coupled differential equations,

iĊg = −
[∫

dE DgECEF (t) +DgbCbF (t)

]
, (4.14)

iĊb = [Eb − (Eg + ωXUV)]Cb

+

∫
dE VbECE −D∗gbCgF (t)∗, (4.15)

iĊE = [E − (Eg + ωXUV)]CE

+ VEbCb −DEgCgF (t)∗. (4.16)

We also adopt the adiabatic elimination of the continuum by assuming that the

coefficients of the continuum states change much more slowly than those of the

discrete states, i.e., ĊE ≈ 0, as was done in Ref. [187]. The equation for the time-

dependent coefficients for the continuum states, CE(t), can thus be simplified to

give

CE = −VEbCb −DEgCgF (t)∗

E − (Eg + ωXUV)
. (4.17)

The coefficient CE(t) appears in the coupled equations under the integration
∫
dE

over continuum states, so this equation is actually a representation of a Green’s

function, namely,

CE = lim
ε→0+

VEbCb −DEgCgF (t)∗

(Eg + ωXUV)− E + iε
. (4.18)
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We then retain only the resonant contribution to integral over E in the Eq.(4.14)

and the next equation, i.e., the contribution is proportional to −iπδ(Eg +ωXUV−E).

Making use of the definitions of Fano q parameter, we arrive at simplified equations

for Cg(t) and Cb(t) for the discrete states,

iĊg = −iπ|DgE|2|F (t)|2Cg −DgbCbF (t)(1− i/q) (4.19)

iĊb = [∆b − iΓ/2]Cb −D∗gbCgF (t)∗(1− i/q), (4.20)

with DgE evaluated at E = Eg + ωXUV and ∆b = Eb − (Eg + ωXUV). Here, q and Γ

are the conventionally defined Fano q parameters that describe the line shape and

the width,

q =
Dgb

πDgEVEb
, (4.21)

Γ = 2π|VEb|2 . (4.22)

Going back to the original expression for the Ψ(t) in Eq.(4.3), we can express the

leading contribution to the time-dependent dipole as

d(t) ≡〈Ψ(t)|d̂|Ψ(t)〉

= exp (−iωXUVt)C
∗
g

[
DgbCb +

∫
dE DgECE

]
+ c.c.

= exp (−iωXUVt)
[
C∗gDgbCb(1− i/q)

+iπ|Cg|2|DgE|2F (t)∗
]

+ c.c.

(4.23)

So we need only Cg(t) and Cb(t) to evaluate this expression. We now make the

approximation that the ground state is not appreciably depopulated, Cg(t) ≈ 1, note

also that on resonance ∆b = 0, and solve the equation for Cb using the substitution

Cb = exp(−Γt/2) C̄b in the case of the Gaussian XUV pulse in Eq.(4.7) to obtain

Cb(t) = i e−Γt/2D∗gb(1− i/q)FXUVG(t), (4.24)

where we define

G(t) ≡ 1

2
eΓ2τ2

XUV/16

[
1 + erf (ΓτXUV/4 + t/τXUV)

]
, (4.25)
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and erf is the error function. Assembling d(t) we then find

d(t) = e−iωXUVt

[
i|Dgb|2(1− i/q)2FXUV G(t) e−Γt/2

+ iπ|DgE|2FXUV e
−t2/τ2

XUV
(
πτ 2

XUV

)−1/2
]

+ c.c..

(4.26)

This is the expression for the polarization that we use to model transient absorption,

by modifying it with either laser-induced attenuation or laser-induced phase shift

as described in Sec. 4.5, and then Fourier transforming it according to

d̃(ω) =
1√
2π

∫ ∞
−∞

dt eiωtd(t) (4.27)

to construct the response function in Eq.(4.2) that gives the transient absorption

spectrum.

To make the connection with Fano line shapes in the pure XUV absorption

spectrum we evaluate Eq.(4.26) in the limit of a delta function XUV pulse, τXUV → 0

, so that

d(t) =


0 , t < 0

e−i ωXUVt
[
i |Dgb|2 (1− i/q)2FXUVe

−Γ
2
t

+ iπ |DgE|2 FXUVδ(t)
]

, t ≥ 0

, (4.28)

and the Fourier transform of the polarization becomes

d̃(ω) =
1√
2π
FXUV

[
iπ|DgE|2 −

(1− i/q)2|Dgb|2

ω − ωXUV + iΓ/2

]
. (4.29)

With this approximation to d̃(ω), and the Fourier transform of the corresponding

XUV field, ẼXUV(ω) = FXUV/
√

2π, the absorption cross section now becomes

σ(ω) = 8παω Im
[
d̃(ω)/E(ω)

]
= 8π2αω|DgE|2

(ω − ωXUV + q Γ/2)2

(ω − ωXUV)2 + (Γ/2)2
, (4.30)

which has the well known form of the absorption cross section in the vicinity of

an autoionizing feature with a Fano resonance line shape. In this limit of a delta

function XUV pulse, it is possible to analytically evaluate the Fourier transform of
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the modified d(t) in the case of sudden attenuation in the LIA model in Eq.(4.8)

and see explicitly how it depends on the Fano q parameters of the unperturbed line

shape. The change in the response function due to this sudden truncation of the

polarization is

∆S̃(ω; td) ≡ S̃(ω; td)− S̃XUV(ω), (4.31)

and the final expression for ∆S̃(ω; td) in this simple model, evaluated at the reso-

nance energy ω = ωXUV can then be shown to be

∆S̃(ω = ωXUV; td) = |F0|2|DgE|2(1− q2)e−Γtd/2. (4.32)

As we can see from Eq. 4.32 in this extreme version of the LIA model, the

dependence on Fano q parameter of the change in the response function is negative

or positive depending on whether q is greater or less than unity because of the factor

of 1− q2 in Eq.(4.32).

4.8.2 NIR perturbation: The LIA and LIP models

We can extend the above approach to set up two superimposed polarizations corre-

sponding to a pair of features of ndσg and nsσg+ndπg, as the weighted sum of two

polarizations Cnd d
nd(t; qnd,Γnd) + Cns d

ns(t; qns,Γns). The polarization labeled dns

includes nsσg+ndπg contributions, and the weighting coefficients Cnd and Cns are

chosen to reproduce static absorption spectrum as in our Schwinger calculation.

We then calculate the response function as defined in Eq.(4.2) in spectral do-

main. The parameters, such as Fano q, the field-free decay life times Γ, and the

amplitudes of dipole matrix elements Dgb and DbE, are chosen so that the response

function closely matches the static absorption line shapes shown in Fig. 4.1(b). The

delay-dependent NIR perturbations are then modeled as LIA or LIP. In the LIA

method, XUV initiated polarizations are attenuated slowly by an error function

profile centered at some delay td to simulate the effect of excited state population

removal by Gaussian shaped NIR pulse. The parameters used for the LIP calcula-

tions that determine the pondermotive energy function were E0
NIR = 5.3 × 10−3 a.u.,
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corresponding to an intensity of 1 TW/cm2, and the NIR photon energy ωL = 0.058

a.u. (1.58 eV).

4.9 How Do We Probe Many-electron Correlations?

Here we extend our very recent experiments in O2 [141] to study low-lying autoion-

izing Rydberg states in O2. In our experiment, the H13 of XUV excites 2sσu orbital

to the superexcited states embedded in ionization continua which we denote as

2sσ−1
u (c4Σ−u ) 3sσg autoionizing Rydberg state converged onto excited ionic c-state.

It this known that this state support two vibrational progressions ν ′=0,1. In ad-

dition, H13 will also excite 3sσg orbital to autoionizing Rydberg states converged

onto excited ionic B-state denoted as 3sσ−1
g (B2Σ−g ) npσg. Here the principle quan-

tum n=6,7,8,...; and each n supports vibrational progressions ν ′=0∼4. All these

states are labeled Fig. 4.9(a) and (b), where (a) is our H13 spectra in logarithmic

scale, and (b) is measured static XUV photoabsorption cross section by synchrotron

adapted from Ref. [9].

Figure 4.9(c) shows measured transient absorption spectrogram in O2. At two

3sσg(ν
′=0,1) states, we can observe increased OD signals, which implies that the

XUV photoabsorption is enhanced on these two autoionizing states. The 3sσg(ν
′=1)

state has much weaker signal comparing to 3sσg(ν
′=0) state, and this can be at-

tributed to very weak XUV intensity as in Fig. 4.9(a) at ∼21 eV to prepare the

molecular polarization at that super-excited state. At ∼ 20.8 eV, 3sσg(ν
′=0) au-

toionizing Rydberg states state also show pondermotive shift toward higher energy

and parabolic-like structure as in those bounded Rydberg states in helium. To un-

derstand the enhancement of the absorption on these two states, we can apply the

same approach we recently developed in Ref. [141].

Briefly, we first extracted Fano q parameters of these two states from static

photoabsorption line shapes and calculated spectral line width (∼0.15 meV) from

Ref. [10], then, we get estimated Fano q parameter (q=∼-0.6) by curve fitting.

Next, we applied the LIP model on these two dipoles, and then calculated the
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Figure 4.9: (a) The H13 of XUV spectrum used in O2 experiment in logarith-
mic scale. (b) Measured total photoabsorption cross section adapted from Ref. [9].
Two major autoionizing Rydberg states under investigation are 3sσg(ν

′=0,1) con-
verged to excited ionic c-state (c4Σ−u ). The black arrow indicates the range of other
npσu autoionizing Rydberg states converged to excited ionic B-state (B2Σ−g ), where
n=6,7,8,...and each n can support ν ′=0∼4. (c) Our experimental measured transient
absorption spectrogram in O2, where negative delay means that the XUV arrives at
the target first.

change in this frequency-domain dipoles to get OD spectra, namely, σXUV+NIR(ω, td) ∝
dXUV+NIR(ω, td) = dXUV(ω)eφ(ω,td). Here φ(ω, td) is the NIR induced frequency-domain

quantum phase shift, i.e., φ(ω, td) = F [φ(t, td)], where F represents Fourier trans-

form. Since Fano q parameters of these two states are very similar to other higher

lying autoionizing Rydberg states of nsσg series we investigated very recently [141],

we do expect to see the OD signal increase on these lower lying 3sσg states, just as

those higher lying nsσg states, where n=5,6,7,...

However, we note that quantitative dipole modeling based on the LIP model

is challenging on this 3sσg states because of the presence of many other nearby

autoionizing Rydberg states we assigned as npσg states converged to the other con-

tinuum at an energy range of 20.3 to 20.8 eV. There are more than three np states

here, and each np state supports at least five vibrational manifolds. As a result,

these additional 15 states complicate the simple LIP based modeling which works

better when quasi-isolated states are accessible. The combined net effect of these

15 states will show decreased OD signal as shown in 4.9(c) around 20.6 eV. We ten-
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tatively attribute this absorption decrease to the original sign of ’effective’ Fano q

parameters in this energy range, which is due to the contribution of at least these 15

states in total. Higher spectral resolution is needed in this energy range to further

investigate the origin of absorption decrease from these states.
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CHAPTER 5

The Argon Experiment

5.1 Autoionizing States in Ar

When a inner electron from Ar atom is excited from 3s to np orbital, the 3s−1np

autoionizing states can be formed. Historically, these states are well characterized

due to their prominent Fano spectral profiles [84, 202], which reads

σ = σa
(q + ε)2

(1 + ε2)
+ σb, (5.1)

where ε = 2(E − Er)/Γ is the reduced energy, E is the photon energy, Er is the

resonant energy, and Γ is the line width. Also, σa and σb are two portions of the

cross section that correspond to transitions of the continuum that do and do not

interact with the discrete autoionizing state, respectively. We can further define the

correlation coefficient ρ2 = σa/(σa + σb), which is also termed the overlap integral.

Many profile parameters in Ar autoionizing states have been extracted experimen-

tally and theoretically such as Fano q parameter, natural line width Γ, correlation

coefficient ρ2 , effective quantum n∗. For example, 3s−14p state has Er = 26.61

eV, q = -0.22 ∼ -0.31, Γ = 68–80 meV, n∗ = 1.84–2.28, ρ2 = 0.86–0.87 [203–207].

Figure 5.1 shows an measured photoabsorption cross section taken from Ref. [11].

This autoionization process reads

Ar(3s23p6)[1S0]→ Ar∗∗(3s13p64p)[1P0]→ Ar∗+(3s23p5)[1S0] + e−(3p−1εs/εd).

(5.2)

Apart from the common Fano parameterization, there is an alternative way to

characterize these autoionizing states based on scattering theory as first formulated
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Figure 5.1: Argon partial cross-sections normalized to the absolute total cross
sections in the window resonances of the range 24–30 eV, taken from J. Berkowitz.
”Atomic and molecular photoabsorption: absolute total cross sections”. Academic
Press (2002) [11].

by Shore [208–210]. The connection, extension, and the universality for Fano profile

have been discussed recently [211], including the extension of real q parameter to

the complex number to account for the decoherence [212, 213] or external field

effects [214].

Attoseccond techniques have also found useful applications in the study of au-

toionization states. For instance, the RABBIT based photoelectron spectra [216]

has been used to extract phase information and the transient absorption spectra [66,

159] has been utilzed to study its decaying dynamics. In our study, we expand on

these studies by investigating the effects of laser field polarization and intensity–the

control of the autoionizing line shape in Ar by an external laser field.

5.2 The Control of Laser Induced Couplings

Figure 5.2 shows analogies and comparisons between different types of interferom-

eters. Generally, interferometers are investigative tools used to superimpose waves

in a manner that gives rise to interference patterns, from which information can be

extracted. Figure 5.2(a) is a schematic of a typical optical Mach-Zehnder interfer-

ometer that is commonly used to extract information of a system under investiga-

tion, where BS stands for beam-splitter, M for mirror, ψ(z) is a phase shifter along

laser propagation direction z, which represents the system under investigation. The
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Figure 5.2: (a) A common optical Mach-Zehnder interferometer. (b) A quantum-
path interferometer for electron wavepackets as demonstrated in Fig. 3.15. (c) A
Fano interferometer for interfering a discrete and a continuum state, modified by an
external laser.

purple wavy pulse represents an optical pulse (wavepacket) used in this system. Fig-

ure 5.2(b) shows a quantum-path interferometer in helium Rydberg 1s2p (|b1〉) state

and 1snp states (|b2〉) for electron wavepackets (green wavy pulse), prepared by an

XUV photon (green wavy pulse) and an XUV photon with two additional IR pho-

tons, respectively. This quantum-path interferometry in helium can be observed by

measuring XUV photoabsorption spectrum as in Fig. 3.15, or by measuring ionized

photoelectron spectrum as in Ref. [215].

Figure 5.2(c) shows a special type of the quantum-path interferometer called

“Fano interferometer.” Instead of producing two common transition pathways by

two-photon assisted photoexcitation, a Fano interferometer couples two quantum

transition channels by electron-electron Coulomb coupling, i.e., the configuration

interaction. The autoionization process in Ar can be thought of an example of this

Fano interferometer. In our ATA experiment of Ar, we use an external NIR laser to

modify the coupling channels of the autoionizing states to their neighboring discrete

and continuum states.
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There are many possible one-photon excitation pathways that need to be con-

sidered in this system [216]. Figure 5.3(a) shows a schematic energy level diagram

of the first few Rydberg states for s and p electron excitation channels in the 1P0,

1Se, 1Se symmetries [217].

XUV H17 (purple arrows) is used to excite 3s core electron of Ar to 4p autoion-

izing state, and NIR (red arrows) is used to control one-photon transitions. Blue

arrows represent intrinsic electronic couplings between quasi-bound states and the

continua. In addition to one NIR photon transition, there are also two groups of

two-photon transition pathways available in this system as schematically illustrated

in Fig. 5.3(b). The first group is the direct two-photon transition (R1 and R2 tran-

sitions), which is sometimes called RABBIT transition as it is used in RABBIT scan

during a photoelectron measurement. The second group is the self-dressing transi-

tion (D1 and D2 transitions), including D1, absorbing one photon and then emitting

one photon, and D2, emitting one photon and then absorbing one photon. In fact,

we can think of this two-photon self-dressing effect as the full quantum mechanical

equivalence of the ac Stark effect, which is a semi-classical picture that treats the

NIR dressing field as the classical electromagnetic wave.

As we can see from this diagram that by manipulating a subsequent NIR pulse,

in terms of its peak intensity, field polarization, and XUV-NIR time-delay, we could

potentially control couplings in this system.

5.3 Laser Polarization Controlled Spectral Profiles

In our experiments, we use a 790 nm NIR laser pulse as an impulsive control field

to modify the ATA line shapes in Ar. Figure 5.4(a)-(d) illustrate the changes in the

ATA line shapes as the relative angle between the NIR and XUV fields varies from

being perpendicular to being parallel to each other. An XUV H17 spectrum is shown

on top of its associated ATA line shape with its NIR peak intensity labeled . From

Figure. 5.4(a), we can observe a prominent asymmetrical profile when the NIR and

XUV fields are parallel. It is also interesting to note that the red-detuned side of the



128

Figure 5.3: (a) Schematic energy level diagram that is relevant to the Ar experiment.
XUV (purple arrows) is used to excite an 3s electron of argon to 4p autoionizing
state, and NIR (red arrows) is used to control the transitions. Blue arrows represent
intrinsic electronic couplings (configuration interactions) between bound states and
the continua. (b) Two groups (four types) of dominant processes in our experiment,
including one-photon and two-photon transition pathways starting from 4p state.

XUV spectrum (lower energy side comparing to 4p resonance energy) shows negative

OD. The profiles become increasingly symmetrical as the angles between NIR and

XUV fields increases. In the extreme case where the two fields are perpendicular to

each other, a relatively more symmetric profile is produced (Fig. 5.4(d)). Note that

negative OD implies XUV absorption decreases in the presence of NIR controlling

field. As the NIR peak intensity increases, the difference between the minimum and

maximum energy in the spectrum increases, which leads to greater asymmetricity in

the spectral profile. Up to highest intensity as Figure. 5.4(d), an additional stronger

absorption feature appears at the center of the 4p resonance.

Next, we fixed the IR intensity at 5×1010 TW/cm2 and varied the delay as

shown in Figure. 5.5(a)-(c). There are some changes at different delays, but the

general features are the same, where parallel condition gives strong asymmetry on

the profiles, while the perpendicular condition does not. The manner which the

spectral profiles change is similar to the previous case, whereby the symmetricity

decreases as the angle between the XUV and NIR fields increases. Likewise, a

negative time delay means XUV reaches the sample gas before the NIR does.
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Figure 5.4: Top panels: XUV H17 spectra. Bottom panels: ATA spectra of Ar
near delay zero (td ∼ 0) as a function of relative (linear) polarization angle between
XUV and NIR. (a)-(d) show the spectra at different NIR peak intensities labeled
on the top.

Figure 5.5: ATA spectra at NIR peak intensity 5×1010 TW/cm2 as a function of
XUV-NIR time delay. Delays for each plot are labeled on the top.

We now show a few representative line-outs from the above two figures and they

are shown in Fig. 5.6(a)-(d) for various NIR intensities and delays. For all delays

(td = 0 ± 25 fs) and NIR intensities, we observe the same behavior that paral-

lel polarization cases show Fano-like (or Beutler-Fano-like) spectral profiles, while

perpendicular polarization cases show Lorentzian-like (or Breit-Wigner-like) spec-

tral profiles. The Fano-like profiles indicate strong two quantum-path interference

(ground-to-bound and ground-to-continuum channels), and the continuum state’s

Coulomb coupling (configuration interaction) to the bound state is important in this

case. Therefore, it appears that the presence of parallel controlling NIR field either

enhances one of the transition channels, or as one could argue that it suppresses the

other channel. It is not possible to experimentally determine which is actually the
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case.

Rigorously speaking, these spectral profiles are Fano-like, instead of real Fano

line shapes. It is correct that Fano q is an important parameter that characterizes the

autoionizing resonances such as Ar 4p state. However, in the case of laser-perturbed

or laser-controlled autoionizing resonances, the resultant absorption line shape is not

a real Fano profile in general. Only if specific assumptions are made, along the lines

of what are described in Ref. [70], where they considered a ’constant’ pondermotive

shift, applied ’only’ to the bound state, can one argue that the new absorption line

shape in the presence of laser field has a Fano character with a modified q value. In

a real experiment with non-negligible NIR pulse duration, the ponderomotive phase

shift is time-dependent, applied to both bound and continuum contributions, and

we obtain a non-Fano absorption line shape that includes oscillations on either side

of the resonance (ringing wings) due to a perturbed FID.

In contrast, in the cases of a perpendicular polarization, we get noticeable

Lorentzian-like profiles, which indicate stronger absorption on the resonance due

to the enhancement of ground-to-bound transition (or the suppression of ground-

to-continuum transition). In the extreme case, if there is no contribution from the

continua, the line shapes will revert to conventional Lorentzian profiles. Different

spectral profiles imply different couplings between autoionizing states and the con-

tinua as theoretically discussed by Lambropoulos et al. [218].

Figure 5.6: (a)-(b) Delay-dependent line-outs at 5×1010 TW/cm2 from Fig. 5.4;
(a)-(d) NIR intensity-dependent line-outs at td = 0 from Fig. 5.5. Note that all
parallel polarization cases show Beutler-Fano spectral profiles, and all perpendicular
polarization cases show spectral Breit-Wigner profiles.
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We can also extend the similar controlling scheme to an elliptically polarized NIR

field. The NIR ellipticity is controlled by rotating a broadband quarter-wave plate

after a fixed half-wave plate and a fixed linear polarizer in the NIR delay-line before

a holed mirror. Note that depending on the geometry of our periscope for NIR beam

delivery, we have to take the polarization-preserving or non-polarization-preserving

periscopes into account [219] to get correct the NIR field polarization.

Figure. 5.7 shows ellipticity-dependent ATA spectra at delay zero with two dif-

ferent NIR peak intensities. The definition of ellipticity is illustrated in Fig. 5.7(e),

where 00 means that the NIR and XUV pulses are both linearly polarized and paral-

lel, while±450 means that the NIR pulse is circularly polarized. Here the handedness

(right-hand or left-hand circular polarization) of the NIR field makes no difference

in our experiments because that there are no magnetic quantum levels involved and

an Ar atom is not chiral. Figure 5.7(a)-(d) show that the spectral profiles are more

asymmetrical Fano-like for linearly polarized controlling field, regardless of the peak

intensity used. Conversely, the symmetrical Lorentzian-like spectral line shapes can

be observed when a circularly polarized NIR field is applied.

As a result, we can summarize that as the NIR field deviates from a parallel

geometry, either in a perpendicular or a circular geometry, the bound state transition

will dominate the XUV excitation process. Thus, the role of the continuum state

coupling to both ground and the bound state is reduced.

5.4 Coupling Channels: A Theoretical Calculation

To fully unveil the NIR controlled spectral profiles in XUV photoabsorption, we

have to model and calculate the couplings by NIR photons (up to third-order per-

turbation, or up to two-photon coupling regime) to neighboring states of Ar 3s−14p.

First, we briefly describe an analytical expression for atomic dipolar response in

the presence of an electromagnetic field in the electric dipole approximation (EPA).

The derivation of this general expression depends on finding the Fourier transform of

the expectation value of the total electronic momentum (P̃
(n)
ν (ω)) in velocity gauge,
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Figure 5.7: The ATA spectra at delay zero with intensity (a) 5×1010 TW/cm2 and
(b) 10×1010 TW/cm2 as a function of NIR ellipticity. Some representative profiles at
delay zero with different ellipticity at intensity (c) 5×1010 TW/cm2 and (d) 10×1010

TW/cm2. (e) The definition of the ellipticity, with some schematic examples of the
IR field, where the x-y plane is orthogonal to the laser pulse propagation direction.

where n is at n-th order expansion, ω is the photon energy, and ν is the final state.

The imaginary component of P̃
(n)
ν (ω) is proportional to the transient absorption

cross section, namely, σ(ω) ∝ Im[P̃
(n)
ν (ω)].

Due to the odd parity of the dipole operator, an even number of dipole transitions

are required for P̃
(n)
ν (ω) to be non-zero, unless the process involves one XUV photon

and one NIR photon. Therefore, as a first approximation, we restrict our attention to

processes involving a single XUV photon and two IR photons. Since it is reasonable

to assume that the dominant processes are those that occur in the vicinity of a

resonance, processes which begin with the absorption/emission of an NIR photon are

neglected. Our model assumes that the ground state is by far the most dominantly

populated state, and thus diagrams beginning with the emission of an XUV photon

are not considered. This leaves us with four possible types of transitions (D1, D2,

R1, R2) to consider, as shown in Figure. 5.3(b). The RABBIT transitions R1 and
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Figure 5.8: (a) Calculated ATA spectrogram including four types of two NIR photon
coupling channels. (b)-(c) Calculated ATA spectra as a function of relative (linear)
polarization angle between XUV and NIR at delay zero with two slightly different
XUV central energy and two controlling NIR central wavelength. Calculation by L.
Argenti and C. Cariker (private communication, 2017).

R2 involve either the absorption or emission of both NIR photons, resulting in the

population of a neighboring resonance. If the relative intensity of the neighboring

XUV resonance is small, these processes are expected to contribute weakly. The

self-dressing transitions D1 and D2, each involve the absorption and emission of one

NIR photon.

Next, we evaluate transitions involving three photons (XUV and two NIR) by

truncating the perturbative expansion at 3rd order (P̃
(n=3)
ν (ω)). The matrix ele-

ments for the transitions to and from the intermediate states are related via the

Wigner-Eckart theorem by a geometrical coefficient multiplied by the reduced ma-

trix element with associated Clebsch-Gordan coefficients.

Combining our analytical formalism with calculated matrix elements, we plot

the theoretical ATA spectrogram in Fig. 5.8(a) with OD change in arbitrary units.

The spectral profiles in that figure is expectedly asymmetrical since the XUV is

parallel to the NIR field. Also, at larger negative delays when the XUV precedes,

we observe the development of ringing wings due to the perturbed FID. In the

following, we further vary the relative field polarization angle between XUV and

NIR to get Figure 5.8(b) and (c), with slightly different XUV center energy and
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NIR central energy. These two ATA spectra agree with our experimental findings

that parallel field polarization shows asymmetric Fano-like profiles, while perpen-

dicular field polarization shows more symmetric Lorentzian-like spectral line shapes.

(Note: Theoretical derivation and calculation discussed in this section come from

our collaboration with Prof. L. Argenti and C. Cariker at the University of Central

Florida.)

5.5 Summary

In summary, we employed an external NIR laser to control argon 3s−14p autoion-

izing state. By manipulating the NIR field polarization from linear, either parallel

or perpendicular to the XUV field, to circular polarization, we observe significantly

modified spectral profiles. Specifically, when the NIR and XUV polarization are

parallel, the change of absorption profiles exhibits Beutler-Fano-like shapes, while

the perpendicularly linear or circular polarized NIR field will change the line shapes

to more symmetric Lorentzian-like (Breit-Wigner-like) profiles. We also calculate

theoretical ATA spectrograms with different NIR field polarization to confirm our

observations. Our study demonstrates an external field controlled Fano interferom-

eter on the photoexcitation pathways of autoionizing electrons.
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CHAPTER 6

The Nitrogen Experiment

6.1 Introduction

As the most abundant species on earth’s atmosphere, the electronic and vibrational

structure of the neutral and cationic molecular nitrogen N2 is widely studied. It also

plays an important role in planetary science as it is the major constituents of the up-

per atmosphere of Jupiter, Saturn, Titan, etc. In the XUV spectral range, the solar

and stellar radiation excites N2 to neutral superexcited states above first ionization

potential via single photon excitation from the ground state. The dynamics of N2

excited and super-excited states continues attracting many recent studies, who have

been focusing on the process of photoionization, dissociation, and predissociation,

see for instance, in Ref. [220–223], by measuring photoelectron or photoion spectra.

An alternative method of charge detection is to measure the photoabsorption

such as the ATAS. Over the past few years, there are growing applications and ef-

forts to apply the ATAS to study molecules such as H2 and O2 [141, 224]. However,

the interpretation of the experimental results from such complex molecular systems

have proved to be challenging [225–227]. Very recently, there are some experimental

studies on N2 excited states using the ATAS [228, 229]. In those studies, lower energy

XUV photons at 10–20 eV, usually called vacuum ultraviolet (VUV), are applied

to investigate valence Rydberg series of b-state and b’-state, as well as autoioniz-

ing Rydberg states, converged onto N+
2 ionic X-state (X2Σ+

g ), A-state (A2Πu), and

B-state (B2Σ+
u ). Many superpositions of excited vibrational wavepackets are coher-

ently prepared due to the broadband XUV or VUV continuum excitation, and the

quantum beat over the XUV-NIR time delays was observed [230]. This technique

is known as quantum beat spectroscopy. Due to the coupling by one or many NIR

photons between different states, the quantum beat spectroscopy shows a common
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feature observed in many atomic experiments that uses the ATAS.

In our ATAS experiments presented in this chapter, we extended the XUV photon

energy to above 20 eV and studied the transient response of autoionizing Rydberg

series converged onto excited ionic C-state (C2Σ+
u ) of N+

2 . We begun with identifying

the relevant states under investigation, and then we employed the ATAS to observe

the relaxation dynamics of molecular polarization that consists of many vibrational

wavepackets from two Rydberg manifolds under the perturbation of the NIR field.

We also applied a simple dipole model to get an intuitive physical understanding of

the observed ATAS spectrograms.

This chapter is organized as follows: after the introduction in Section 6.1, we

begin by discussing various and rich energy states of N2 in the spectral range of

our interest in Section 6.2. We compared experimental measurements from litera-

ture and extracted relevant properties of the autoionizing states accessible via the

ATAS. In Section 6.3, we briefly introduce our ATAS setup before discussing our

experimental observations of N2 molecular polarizations under NIR perturbation.

In Section 6.4, we propose a simple dipole model to explain what we observed in

the experiment, while noting its limitations which led to differences between pre-

dictions of the model and the experiment. We end the chapter with a summary in

Section 6.5.

6.2 Energy States Accessible by Photoabsorption

There are many states that exist in the relatively narrow energy range 22–25 eV (50–

56 nm) of N2, which include excited ionic states, neutral Rydberg states, and other

possible non-Rydberg doubly excited states (NRDES) [231]. Therefore, it is very

important to understand which of the above energy states are accessible by static

or transient photoabsorption measurements. It is known that there are at least six

excited ionic states that have been identified [13]. The dominant ionic states are C-

state (C2Σ+
u ) and 2-state (22Πg), where the former is much stronger. In Fig. 6.1(a),

we show a high resolution photoelectron spectrum (green dashed-dotted curve) and a
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Figure 6.1: (Color online) Various spectral measurement at 23-24 eV of N2. (a)
The fluorescence excitation spectrum (brown dashed curve) adapted from Lo et al.
2012 [12], the photoion spectrum (blue solid curve) and the photoelectron spectrum
(green dashed-dotted curve) adapted from Yencha et al. 2014 [13], of N2 in the
energy of 23-24 eV. (b) The static photoabsorption spectrum (pink dotted curve)
adapted from Gürtler et al. 1997 [14]. (c) Our measured transient absorption
spectrum (purple solid-filled curve) at delay zero.

photoion spectrum (blue solid curve), adapted from recent measurements by Yencha

et al. [13], where the most relevant excited ionic states, including their vibrational

progressions, are labeled at the top. In addition, we also show a high-resolution

fluorescence excitation spectrum (brown dashed curve), adapted from Lo et al. [12],

overlayed on Fig. 6.1(a). Note that the energy axis of this fluorescence spectrum

is shifted by 7 meV to align with the energy state assignments given by Yoshii et

al. [232]. The fluorescence emission stems from neutral excited atomic nitrogen

fragments which are produced through direct dissociation and predissociation from

many-electron excited neutral Rydberg states. Similar fluorescence spectrum was

also measured in Ref. [233] with detailed Rydberg states assignments.

In contrast to the photoelectron or the photoion spectra, the static photoab-
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sorption spectrum is only sensitive to neutral states as in the fluorescence spectrum.

Figure 6.1(b) shows a XUV photoabsorption spectrum that was measured with a

synchrotron (pink dotted curve), adapted from Gürtler et al. [14]. Although all

ionic states could have Rydberg series converged to them, only one strong Rydberg

series, called Codling’s Rydberg series, converged to C-state has been observed and

assigned in the literature [234].

Figure 6.2: (Color online) (a) A selection of potential energy curves of N2 with
Codling’s Rydberg series 1π−1

u 3σ−1
g 1π1

g nsσg (n=4,5)(ν ′ = 0,1,2,3,...), converged onto
excited ionic C-state (C2Σ+

u ). (b) A schematic experimental process in our transient
absorption experiment.

Figure 6.2(a) shows a selection of potential energy curves of N2 with two relevant

nsσg Rydberg series and the C-state. The Codling’s double-holed doubly-excited

Rydberg series has electronic configuration 1π−1
u 3σ−1

g 1π1
g nsσg (C2Σ+

u ) with n =

4, 5, or with effective quantum n∗ = 3, 4, where ν ′ is vibrational progression and

ν ′ = 0, 1, 2, 3, .... Due to the limited spectral resolution in Gürtler’s measurement,

only 4sσg series can be identified in their measurements. From the spectral line

shape of their static absorption, we have estimated that these Rydberg states have

approximated lifetime up to 25 fs from the spectral width of 26 meV. Combining the

fluorescence spectrum (brown dashed curve) and the photoion spectrum (blue solid

curve) in Fig. 6.1(a), and the static photoabsorption spectrum (pink dotted curve)



139

in Fig. 6.1(b), one may tentatively conclude that the dominant Rydberg series is

the 4sσg series, while the 5sσg series can be neglected.

However, based on the high-resolution fluoresence excitation spectrum by Ukai

et al. [233], and our transient absorption spectra, shown in Fig. 6.1(c) at delay zero,

we believe that the weaker contribution of the 5sσg states should also be included.

We will discuss this further in our transient absorption experiment in Section 6.3

and modeling in Section 6.4. In fact, in addition to n = 4 and n = 5 series, the

Ukai et al.’s measurement shows that other larger n, up to n = 10, could exist.

Nevertheless, all existing XUV photoabsorption spectra in the literature, such as

Ref. [14, 235], only measured and identified n = 4 and n = 5 series.

Besides, it was predicted that the nsσg series has a small amount of mixing from

2σ−1
u 1π1

g with the excited ionic B-state (B2Σ+
u ) core configuration [236, 237]. Also,

it is known that the electrons in this nsσg series will autoionize to excited ionic

A-state (∼90 %) and B-state of (∼10 %), respectively [238].

Apart from the excited ionic states and neutral Rydberg states, some stud-

ies suggest the existence of non-Rydberg doubly excited states (NRDES) in this

energy range. These NRDES are short-lived repulsive states and will dissociate

within femtosecond range. There are four possible assignments of NRDES in our

spectral range of interest, namely, 1π−1
u 3σ−1

g 1π2
g , (2σg/2σu)

−11πg, 3σ−2
g 1πgnpσ, and

1π−1
u 3σ−1

g 1πg(npσ/npπ) as described in Ref. [233, 239–241]. These NRDES, centered

at ∼23.5 eV with a broadband feature extending more than 1 eV, were measured

using static photoelectron spectra and fluorescent spectra [231, 242].

In the case of atoms and small diatomic molecules such as N2 and O2, the pho-

tonion spectra showed very similar spectral features, such as the Fano q parameter,

as the photoabsorption spectra. The Fano q parameter, also termed as the Fano

shape index [84, 202, 218], can be defined as q = Dgb/(DgEVbE). The Dgb is the

electric dipole moment from ground state to a discrete quasi-bound state such as the

nsσg(ν
′=7) autoionizing state, the DgE is the electric dipole moment from ground

state to a continuum state, and the VbE is the Coulomb electronic coupling, which

is the configuration interaction term between a bound and a continuum state. The
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physical origin of the Fano q parameter can be interpreted as the interference of these

two photoexcitation pathways. From the static photoabsorption spectrum of N2 in

Fig. 6.1(b), we extracted the Fano q parameters from the 4sσg(ν
′ = 4–9) states,

and found that they lie between ∼ 1.5–2.5. Although the 5sσg static absorption

spectrum is not directly accessible from the static absorption spectrum, we expect

that their Fano q parameters are similar to those of 4sσg’s. We have experimentally

confirmed this to be true for the case of the autoionizing Rydberg series of molecular

oxygen [141].

6.3 Transient Absorption Spectrograms

Our experimental apparatus of ATAS is shown in Fig. 6.3, which has been discussed

in detail elsewhere [7]. In short, a Ti:Sapphire amplifier is used to generate ∼40 fs

NIR pulses at 1 kHz repetition rate with 2 mJ pulse energy. The central wavelength

of the NIR pulse is at 780 nm, and the laser has no active carrier-envelope phase

stabilization. The NIR pulse is split into two paths in which one pulse is time-delayed

with peak intensity at ∼ 1 TW/cm2, while the other pulse is used to generate XUV

by high harmonic generation (HHG) in a xenon-filled semi-infinite gas cell (SIGC).

A 200 nm thick aluminum film filter is used after the SIGC to block the residual

NIR. The HHG process generates an XUV attosecond pulse train (APT), which has

dominant harmonics H13, H15, H17, and H19. In our experiments, we utilized the

H15 to excite autoionizing Rydberg series of N2. The XUV APT is combined with

the other NIR pulse by a holed mirror, and it has the same linear polarization as the

NIR pulse. The target N2 gas is contained in a 10 mm long gas cell with a backing

pressure of 3-4 torr, which is designed as such to enable the signal to be strong and

immune to the macroscopic propagation effect [64, 89]. A homemade spectrometer

is used to measure the XUV spectra, which triggers a shutter on the NIR beamline

to get subsequent background (NIR free) XUV spectra IXUVout (ω), and the spectra

with the presence of NIR IXUV+NIR
out (td, ω) at a XUV-NIR time delay td. We adopt

the convention that negative delay implies that XUV arrives at the target before
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the NIR pulse does. We then calculate the averaged optical density change (OD)

due to the presence of NIR at each delay as OD(ω, td) = −log10(IXUV+NIR
out /IXUVout ).

Figure 6.3: (Color online) The experimental setup for XUV attosecond transient
absorption spectroscopy used in N2 experiment.

Figure 6.2(b) shows a schematic experimental process in our transient absorption

experiment. The XUV H15 first coherently prepares N2 molecular polarization of

doubly-excited autoionizing states with numerous vibrational states. These polar-

ization, shown in green wave packets in Fig. 6.2(b), evolve freely in the molecular

potential well until the arrival of the time-delayed NIR pulse. There is no opti-

cal transition pathway nearby to couple these polarization to other electric dipole

allowed states because of the NIR photon energy used here. Therefore, the only

possible NIR induced effect is the two-photon self-dressing effect, which induces

delay-dependent ac Stark shift in the semiclassical picture. This is the scenario

termed perturbed free induction decay (PFID).

Figure 6.4 shows measured transient absorption spectrograms with three different

detuned H15 spectra shown on the side. First of all, in Fig. 6.4(a), we can clearly

observe the temporal evolution of the 5sσg (ν ′ = 1∼5) states shown in the figure

as horizontal bands in green with negative OD. The negative OD indicates that

the XUV photoabsorption is reduced in the presence of the NIR field. We can also

observe parabolic structures at negative delays, e.g., at delay td = -30 – -40 fs at

∼23.8 eV of Fig. 6.4(a), which is the manifestation of the PFID in the spectrogram.

When the central energy of the XUV spectra is tuned as shown in Fig. 6.4(b) and (c),

the PFID at lower vibrational levels become more visible. The transient absorption
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signal from the 4sσg series is more subtle, and it does not show clear a PFID.

However, as we will see later in the line-outs of the spectrogram that some finer

spectral features could be attributed to this series.

In between two major vibrational levels such as 5sσg ν
′ = 3 and ν ′ = 4 states

at 23.65 eV in Fig. 6.4(a), we observed strong and enhanced transient absorption

signal with positive OD, which indicates the increase of the XUV absorption in the

presence of the NIR field. This behavior cannot be simply attributed to the PFID,

since there is no strong nsσg state accessible at those energies. We only observe this

strong absorption enhancement when the XUV and the NIR pulses are overlapped,

which implies that these are short-lived changes manifested by the NIR pulse, and

they are different from the most of the NIR perturbed autoionizing Rydberg states

that shows strong PFID features. Similar effects can be found at other energies in

between two vibrational states such as 5sσg ν
′ = 2 and ν ′ = 3 around 23.40 eV in

Fig. 6.4(c). As we will discuss in the end of Sec. 6.4, these broadband features could

be due to the enhanced XUV absorption from other non-Rydberg states.

Figure 6.4: (Color online) Measured transient absorption spectrograms on N2

double-holed and doubly-excited autoionizing Rydberg states. The detuned and
transmitted XUV spectra in the absence of the NIR field are shown on the side
for reference. The normalized XUV spectra are on a logarithmic scale in arbitrary
units.
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Figure 6.5: (Color online) (a) A comparison of the transient absorption spectra at
delay -10 fs from the experiment (solid black curve) and the model (dashed purple
curve). (b) The simulated transient absorption spectrogram from the dipole model.

6.4 A Simplified Model and Beyond

Here we employed a simple semiclassical few-level model to simulate the ATAS

spectrograms of N2 Rydberg series in order to better understand our experimental

observations. This method is similar to the one used in [141]. Briefly, we assumed

that each autoionizing Rydberg state at a given vibrational level can be described

as a V -type three-level system as shown in Fig. 6.5(a). These three levels include a

ground state, a quasi-bounded metastable state, and a continuum state in the vicin-

ity of the resonance. The Dgb and DgE terms are two dipole matrix elements, which

couple a ground state to a quasi-bound state or the ground state to a continuum,

respectively. The VbE term is the electronic configuration interaction between the

quasi-bound and the continuum state by Coulomb interactions. We assumed that

the ground state is not appreciably depopulated due to the weak XUV excitation.

The expression for the dipole polarization at a given metastable autoionizing state

j can be described as

dj(t) = e−iωXUVt

[
i|Dj

gb|
2(1− i/qj)2FXUV G

j(t) e−Γjt/2

+ iπ|Dj
gE|

2FXUV e
−t2/τ2

XUV
(
πτ 2

XUV

)−1/2
]

+ c.c.,

(6.1)



144

where FXUV is the XUV field amplitude, Γj = 2π|V j
Eb|2 is the absorption line width

of the j-th dipole, and τXUV is the XUV pulse duration. The function to account for

the accumulation of the XUV initiated polarization is

Gj(t) =
1

2
e(Γj)2τ2

XUV/16[1 + erf(ΓjτXUV/4 + t/τXUV)], (6.2)

where erf is the error function that originated from the integration of a Gaussian

function.

We simulated the nsσg states by constructing seven of these dipoles. The central

energies of the dipoles are taken from Ref. [232], with a 40 fs lifetime, and the Fano

parameter q=2 for all seven states. This construction represents the superimposed

4sσg(ν
′ = 5–8) and 5sσg (ν ′ = 3–5) states. The total dipole polarization is DXUV

total (t) =∑k
j=1 d

j(t), where k=7. Note that the lifetime and the Fano q parameters are

estimated based on the fitting of the static absorption spectrum in Fig. 6.1.

We also assumed that the role of the NIR pulse is to introduce additional time-

depended phase shift φ(t, td) on the dipoles. This laser-induced phase shift can be

calculated based on a simple ac Stark phase shift or by a second-order perturbation

theory as recently reviewed in [117]. Essentially, this model implies that an au-

toionizing state will be self-dressed by absorbing and subsequently emitting an NIR

photon, without the presence of strongly coupled nearby resonant states by one or

two NIR photon transitions. This model is equivalent to the perturbation theory up

to the third order, in which we only consider a three-photon process, including an

XUV photon and two NIR photons. We recently found that this approach is also

suitable for describing the transient absorption spectra in the autoionizing states of

O2 [141]. The NIR laser imposed phase shift can be estimated by calculating Stark

energy shift, which is a time-averaged and approximated as a pondermotive energy

shift Epon(t; td).

Therefore, the NIR modified total dipole polarization becomes

DNIR+XUV

total (t; td) =
k∑
j=1

dj(t)eiφ(t,td)t =
k∑
j=1

dj(t)e
i
~Epon(t;td) t (6.3)
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where we assumed that the pondermotive energy acts evenly on all dipoles. We then

calculated the optical density change (OD) due to the presence of NIR field as

OD(ω; td) ∝ D̃NIR+XUV

total (ω; td)− D̃XUV

total (ω), (6.4)

where D̃NIR+XUV
total (ω; td) and D̃XUV

total (ω) are the Fourier transform of time-dependent total

dipole polarization with and without the presence of the NIR field, respectively.

We first do a comparison between a measured transient absorption spectrum

(solid black curve) and a simulated one (dashed purple curve) both at -10 fs delay

as shown in Fig. 6.5(a). Seven relevant nsσg Rydberg states are also labeled at the

top for reference. We observed that our simulated spectrum qualitatively agrees

with the experimentally measured one. However, if we instead use only four 4sσg

Rydberg states to construct the total dipole polarization, the resultant spectrum

does not match well with the measured spectrum. It implies that in order to capture

major spectral features, one has to include the contributions from both 4sσg and

5sσg states, although the latter did not show strong static absorption signals in

earlier synchrotron based measurement published in Ref. [14].

The simulated transient absorption spectrogram is shown in Fig. 6.5(b). The

spectrogram reproduces many of the characteristics observed in our experimental

spectrogram, such as parabolic fringes due to the PFID. However, the increased

XUV absorption at the energy range bwtween two subsequent vibrational states

can not be produced in this simple model. This implies that other possible states

in N2 influenced by the IR pulse should be taken into account. One of the possible

candidates is the NRDES. As we introduced in Sec. 6.2, the NRDES are short-lived

neutral dissociative states. These states are expected to have lifetimes lasting from

a few femtoseconds to tens of femtoseconds for 1Σ+
u and 1Πu symmetries, respec-

tively [240]. The NRDES states are not included in our current simple dipole model

presented here, since they cannot simply be described by a dipole which couples

the ground to an excited state and a continuum. In fact, the correct electronic

configuration of the NRDES are unsolved [231, 242], and there are four possible as-

signments for their configurations. We plan to measure time-resolved photoelectron
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and photoion spectra with our developing few-cycle NIR pulse to unveil the lifetime

and the decaying dynamics of the NRDES in the near future.

6.5 Summary

In summary, we used the ATAS to investigate XUV initiated nitrogen molecular

dipole polarization of superexcited states. These states are neutral doubly-excited

double-hole Rydberg states converged to excited ionic C-state. The major transient

absorption signals we observed can be attributed to the perturbed autoionizing

Rydberg states under the influence of a NIR pulse. We also constructed a simple

dipole model with pondermotive energy shift imposed by a NIR pulse to explain the

main features observed in the experimental spectrograms. However, in additional

to known Rydberg states, other short-lived non-Rydberg states could play roles in

the observed absorption changes, especially when the XUV and the NIR pulses are

overlapped.
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CHAPTER 7

The Experiments in Polyatomic Molecules and a Gas Mixture

7.1 The Carbon Dioxide (CO2) Experiment

7.1.1 Coupled hole-nuclear dynamics near a conical intersection

As we learned from quantum mechanics, for a given Hamiltonian of a system, one

can construct the temporal evolution of the system. However, the majority of re-

action dynamics in real biochemical systems are not so simple, and they involve,

for instance, the couplings of an electronic system to the nuclear motion. These

electronic-nuclear couplings can lead to many interesting and important phenom-

ena in photochemical reactions. For example, the photochemical initiation of vision

arises from a conformational change [46], which is driven by the electron-nuclear cou-

plings near a conical intersection (CI) between two adiabatic potential energy sur-

faces. Another example is the relaxation pathway through a CI of a DNA molecule,

which provides a protection mechanism from the UV-induced damage [45].

In this Section, we studied the coupled hole-nuclear dynamics in CO2 molecule.

There are three vibrational modes of a linear CO2 molecule, including a symmetric

stretch mode (Qg), a bending mode (Qp), and an asymmetric stretch mode (Qu) as

shown in Fig. 7.1(a). These three modes have quantum numbers ν1, ν2, and ν2, with

the symmetries of σ+
g , πu, and σ+

u , respectively. The 1D and 2D potential energy

surfaces of the excited ionic A-state (A2Πu), B-state (B2Σ+
u ), and C-state (C2Σ+

g ),

which are all above the ground ionic X-state (X2Π+
g ), are shown in Fig. 7.1(b) and

(c). Note that there is a CI due to the bilinear vibronic coupling between the A-state

and the B-state.

In our lab, we conducted experiments to investigate the dynamics in CO2 driven

by the coupled hole-nuclear motion [16]. The schematic sketch of our previous time-

resolved photonion experiment using a VMI setup is shown in Fig. 7.2(a). Briefly,
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Figure 7.1: (a) Three vibrational modes of linear CO2 molecule. (b) The 1D
potential energy curves for CO2 with respect to Qg coordinate. The ionic A-state
(A2Πu) and B-state (B2Σ+

u ) intersect at a certain value of Qg. (c) The 2D potential
energy surfaces with respect to Qg and Qu coordinates. The conical intersection
(CI) is due to bilinear vibronic coupling. Figures adapted from Ref. [15].

at delay time zero, the XUV pulse (H11) ionizes a CO2 molecule, thereby generates

a 3σu hole, and so the population is entirely in the excited ionic B-state. The brown

color in the calculated molecular orbital represents the probability density of the

hole. As the asymmetric stretch and the bending modes become active and start

to distort the molecule, a charge population, i.e., the electronic hole, is then driven

across the CI to 1πu character at delay time t = τ . When the population is in the

A-state, it is no longer accessible by the probing IR pulse, resulting in a reduction of

CO+ ion signal detected by the VMI. Therefore, the oscillations in the CO+ ion yield

at a 115 fs cycle perfectly reflect the coherent beating between σ and π character as

shown in Fig. 7.2(b).
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Figure 7.2: (a) The schematic sketch shows the process of the coupled hole-nuclear
dynamics in CO2. The distorted molecule due to the active stretching and bending
modes, which drive the charge population across the conical intersection. (b) (Top)
The electronic configurations of ionic B-state and A-state. The green arrows are
electrons, and the blue circles are holes. (Bottom) The 115 fs coherent beating signal
from CO+ ion yield. Reprinted figure with permission from Ref. [16]. Copyright
2017 by the American Physical Society.

7.1.2 The Rydberg series in CO2

In my recent experiments, the ATAS is used to study the same system as introduced

in the previous section. However, what kind of new information can the ATAS

provide is still under investigation. As we learned from N2 experiments that the

photoabsorption spectra are only sensitive to the neutral states, but not the excited

ionic states. Also, each excited ionic state has a neutral Rydberg series converged

onto it, and these Rydberg series could exhibit their own CIs. Therefore, it is

possible to probe their hole-nuclear dynamics. Therefore, the goal of this study is

to understand how does Rydberg electrons respond to the distorted molecule driven

by nuclear motion.

We first examined the known Rydberg states converged to the A-, B-, and C-

states. Early studies show that there are many Rydberg states converged to each of

the excited ionic states as partly shown in Fig. 7.3. For the A-state, the Rydberg

series is named Tanaka-Ogawa series [20], and it has the electronic configuration

1π−1
u ndδg (1Πu) (ν1 = 0–7). As for the B-state, the Rydberg series is called Henning
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Figure 7.3: The measured static photoabsorption cross section adapted from
Shaw et al. [17] and Huestis et al. [18]. The assignments of the Rydberg states
converged to the A-state (Tanaka-Ogawa series) and the B-state (Henning series)
are taken from Ref. [19–22]. The shaded purple box represents the spectral range
of our XUV H11.

series [19], which includes the electronic configuration 3σ−1
u nsσg (1Σ+

u ) as a sharp

series, and the electronic configuration 3σ−1
u ndσg

1Σ+
u as a diffuse series. For the

C-state, the three Rydberg series are termed the ’a’ (absorption), ’w’ (weak), and

’e’ (emission) series. Their electronic configurations are 4σ−1
g npπu (Πu), 4σ−1

g ndπu

(Πu), and 4σ−1
g npσu (1Σ+

u ), respectively. All of these states are summarized and

organized in Ref. [21, 22].

Figure 7.3 also shows the measured static XUV photoabsorption spectrum,

adapted from Shaw et al. [17] and Huestis et al. [18]. The spectral range of our

XUV H11 is also shown in the figure, with the relevant Rydberg states labeled at

the top, which include a portion of the Rydberg series in the A-state and the B-state.

We can see that the strong absorption peaks come from ndσg and nsσg series of the

B-state, which show many pairs of features as we observed before in O2 Rydberg
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series in Chapter 4. There are some weaker absorption peaks which stems from

ndδg series of the A-state. In contrast to the Rydberg series in the A-state that

includes the ground vibrational level only, the Rydberg series in the B-state have

many vibrational progressions, including ν ′1=1–5.

7.1.3 Investigating the Hole-nuclear dynamics by the ATAS

Figure 7.4: The ATAS spectrogrms of CO2 with the IR photon energy at 0.76
eV (1630 nm). The XUV spectrum was turned to excite higher and lower energy
Rydberg states in Fig.(a) and (b), respectively.

We recently conducted an ATAS experiment on CO2 by monitoring the XUV

H11. The IR pulses in the experiment are generated by an OPA and it has a

tunable range from 0.76 eV (1630 nm) to 0.954 eV (1300 nm). Figure 7.4 shows

our preliminary data of the CO2 spectrograms with 0.76 eV IR photon energy and

∼1 TW/cm2 IR peak intensity. The XUV spectra are tuned to excite higher energy

states as in Fig. 7.4(a), and lower energy states as in Fig. 7.4(b). The tentative

state assignments are labeled on the side. We observed that both ndσg and nsσg

states show evolutions that are similar the experiments of O2 and N2. For instance,

they exhibit common features of the PFID with parabolic structures. However,

the dynamics of the 8dδg state show a very different relaxation lifetime. It seems

that the OD signal at 8dδg state is truncated abruptly without a smoothed PFID

feature. In addition, some features in Fig. 7.4(a) show delayed positive OD signal

such as those at ∼17.93 ev, while other features with negative OD signal do not
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show delayed signals. More detailed experiments and theoretical works are needed

to resolve and understand what we have observed so far by monitoring the XUV

transient absorption signals in this complex system.

7.2 The Sulfur Hexafluoride (SF6) Experiment

(This section is adapted from C.-T. Liao et al., ”XUV Transient Absorption

Spectroscopy: Probing Laser-Perturbed Dipole Polarization in Single Atom,

Macroscopic, and Molecular Regimes.”, Photonics 2017, 4(1), 17, as in Ref. [7].)

In this section, we demonstrated an application of the ATAS to investigate the

polyatomic Sulfur Hexafluoride (SF6) molecule that exhibits octahedral geometry.

The SF6 has been the focus of recent investigations that probed the ultrafast vibra-

tional modes and shape resonances through the study of its photoelectron spectrum

and HHG spectrum [243, 244], as well as the light-induced chemical reactions at

sulfur L-edges by soft X-ray transient absorption [245].

Figure 7.5a shows a schematic of the effective molecular potential of SF6 adapted

from Ref. [23], where the radial distance is shown for illustrative purposes only.

The excited state potential is partitioned into an inner well and an outer well.

Inside the inner well, there are many virtual valence orbitals in which shape reso-

nances have been identified. The assignments of these resonances embedded in the

ionization continuum have been under debate because of the ambiguity in the or-

dering of valence orbitals [246, 247]. Here, we adopt accepted orbital configuration

4t6
1ut

6
12g3e4

g(5t6
2u+1t6

2u)6t6
1g. It is known that the photoabsorption cross section of SF6

is unusual, in that the most prominent features are due to the inter-valence transi-

tions, whereas Rydberg series are strongly suppressed in a few eV ranges [247, 248].

The absolute photoabsorption cross section in XUV range has been measured

by Holland et al. [24] using a synchrotron source and is shown in Figure 7.5b. The

H15 excites one of the most intense features in the inner well peaked around 23.5

eV, which could be attributed to two shape resonance enhanced inter-valence tran-
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sitions [249, 250]. The first one is 5a1g → 6t1u, which is correlated with the 3s and

3p orbitals, and the second one is 5t1u → 2t2g, which arises from the fluorine 2pπ

orbitals and the sulfur 3d orbitals, respectively [23]. These two possible photoex-

citation pathways are indicated by purple arrows in Figure 7.5a. However, it was

suggested based on ab initio calculation that the first transition, 5a1g → 6t1u, is

expected to be much stronger in its oscillator strength [23, 251].

Figure 7.5: (a) a schematic effective molecular potential of SF6 adapted from [23].
Dashed (solid) horizontal lines indicate vacant (occupied) virtual orbitals. Two
purple arrows indicate two possible inter-valence photoexcitation pathways by H15.
(b) Total photoabsorption cross section adapted from Ref. [24]; (c) our experimental
transient absorption spectrogram in SF6. The XUV spectrum of H15 is also shown
on the side for reference; and (d) the transient absorption spectrogram of SF6 near
delay zero taken with smaller delay step size.

Similar to the experimental scheme used in previous sections, our XUV pulse

first impulsively excites the superpositions of molecular polarizations corresponding

to 5a1g → 6t1u and/or 5t1u → 2t2g transitions. A subsequent NIR pulse is applied

to perturb these dipole polarizations. The NIR pulse used here has its wavelength

centered at 780 nm with peak intensity at 1 (±0.5) TW/cm2, and the SF6 target gas

cell has backing pressure 267 Pa. The measured transient absorption spectrogram

of SF6 is shown in Figure 7.5c. Unlike the ATAS spectrogram of helium, here we

only observe the change in OD around delay zero, indicating short-lived molecular
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polarization. A different set of data taken near delay zero with smaller delay step

(5 fs) is shown in Figure 7.5d. This transient OD signal’s spectral width is limited

by the XUV bandwidth, as the broad static absorption feature shown in the inset of

Figure 7.5c is wider than the H15 bandwidth shown on the right side of the figure.

We note that, at H13 or H17 energies, we did not observe any transient signal within

the detection limits of our method.

In the presence of strong-field NIR, only negative OD is observed in our experi-

ment, which implies that the static XUV absorption is suppressed. Since the initial

state is tightly bound, we believe the laser-induced modification of the final states

is responsible for causing this effect. Considering the complexity of these shape

resonance enhanced inter-valence transitions, the exact physical mechanism of this

absorption suppression on these excited states due to NIR pulse is still unclear. In

contrast to the study of atomic polarization and relatively simple diatomic polar-

ization in previous ATAS studies, neither the laser-induced phase model nor the

laser induced attenuation model [141] is sufficient to give us physical insight on this

complex molecular system. More experimental and theoretical investigations are

needed to fully understand these observations. The study of SF6 serves as a starting

point for future studies on complex molecular systems, in which the excited state

dynamics resulting from electronic and nuclear motions can be resolved.

7.3 The Helium-Neon (He-Ne) Mixture Experiment

7.3.1 The working principle of a He-Ne laser

As the first gas laser invented in the world, the first He-Ne laser was built at Bell

Labs in 1690 and it emitted IR radiation at wavelength 1150 nm. Later in 1962,

the highest gain in the visible wavelength 633 nm emission was identified and im-

plemented [252, 253]. The energy level diagram of the He-Ne mixture is shown in

Fig. 7.6(a). The electron population of helium is first excited by a dc or radio-

frequency discharge, in which the electron impact collision and excitation happens.

The ground state electrons in helium are excited to 2s triplet and 2s singlet excited
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states at ∼20.5 eV and ∼19.7 eV, respectively. After the He-Ne collision process,

the population inversions are achieved by the excitation transfer from helium 2s

metastable states to neon 4s and 5s states. In this process, helium metastable states

are used as the energy carriers to excite other levels of neon to get an efficient and

equivalent three-level system for the lasing process. In Fig. 7.6(a), neon levels are

shown in extended gray box because of many LS-coupling induced sub-levels. The

de-excitation pathways for lasing are 5s2→4p (3.39 µm), 5s2→3p4 (632.8 nm), and

4s2→3p4 (1.15 µm). The reaction equations are

He∗(23S1) +Ne1S0 → He(1S0) +Ne∗4s2 + ∆E, (7.1)

He∗(21S1) +Ne1S0 + ∆E → He(1S0) +Ne∗5s2, (7.2)

where ∆E is the small energy mismatch (∼50 meV) between two atoms supplied by

kinetic energy. After the lasing transitions, there are many non-radiative transitions

and spontaneous emission transitions that bring excited electrons back to the ground

state. In a typical He-Ne laser, the partial or molar pressure ratio of the mixture is

He:Ne = 7:1∼10:1 at 1–3 torr total pressure.

Figure 7.6: (a) A simplified schematic energy level diagram of the lasing process in
He-Ne mixture. (b) A schematic energy level diagram of the ATAS experiment of
He-Ne mixture using XUV H13 to prepare neon 5s state.
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7.3.2 The collision-induced absorption and dipoles

The forbidden optical transition enabled by the interacting atoms or molecules in

gases and liquids is termed the collision-induced spectroscopy [254]. The majority

of this kind of spectroscopic measurement are conducted in the far-IR region, which

plays important roles in planetary and atmospheric sciences. The main effects due to

the collision are induced light absorption and induced light scattering in the spectral

range of the IR and visible, respectively. The induced optical absorption stems from

the distortion in the distribution of the bound electrons during the collision between

two nonpolar atoms or molecules [255]. Also, the collision-induced dipole moment or

the collision-induced polarizability only appears within the duration of the collision

process for dissimilar atoms. This duration can be calculated by the relaxation time,

τre, associated with collisions [256, 257]. This duration reads

τre =
3πb

28
(
2πmr

kT
)1/2, (7.3)

where b is the collision diameter, i.e., the impact factor, mr is the reduced mass, and

T is the temperature. The theoretical relaxation time of He-Ne mixture at room

temparature (T= 295 K) is 40.5 fs [258].

The collision process induces dipoles or polarizability. The induced dipole mo-

ments from inert gas mixtures are recently summarized in Ref. [259], including

the He-Ne mixture in the far-IR region. As for the higher photon energy region,

the inelastic collision process leads to the energy transfer between metastable and

ground state species, which is an important process to understand plasma discharge

and laser-plasma interactions. After the thermal collision between metastable and

ground state species, the stored energy from metastable species can lead to many

phenomena such as the collision-induced radiative deexcitation, fine-structure tran-

sitions, and the chemi-ionization [260]. In the vacuum-UV region, microsecond

time-resolved emissions from He-Ne mixtures was measured [261].
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7.3.3 What can we learn from the ATAS on He-Ne mixture?

We have acquired some preliminary measurement on the He-Ne mixture as shown in

Fig. 7.7, where (a) is a spectrogram of a He-Ne mixture, (b) is a helium spectrogram,

and (c) is a neon spectrogram. In Fig. 7.7(b), we observed familiar OD change on

helium 1s2p state. In Fig. 7.7(c), the spectrogram shows many neon excited states

as recently reported in Ref. [262, 263]. Without any collision or interaction process

in a He-Ne mixture, we expect to observe a superimposed spectrogram from helium

only and neon only spectrograms. However, as we can see in Fig. 7.7(a), there are

some small but significant spectral features different from helium and neon only

spectrograms, especially for the new structures near 20.5 eV where the collision-

induced energy transfer could take place.

More experimental verification and replication are needed to confirm our prelim-

inary findings on the new features in the He-Ne mixture. In addition, theoretical

calculation and modeling are needed to understand and interpret our observations

of this collision-induced transient absorption experiment. In short, these new spec-

tral features in the He-Ne spectrogram could be the signature manifested by the

ultrafast He-Ne collision process.

Figure 7.7: A preliminary data showing the He-Ne spectrogram (a), the He spec-
trogram (b), and the Ne spectrogram (c). The IR photon energy is 0.76 eV (1630
nm) and the peak intensity is ∼1 TW/cm2.
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CHAPTER 8

Conclusion

In my dissertation, the research goal is to understand the temporal evolution of

highly excited atoms and molecules by perturbing the excited electronic states with

light. The recently developed ultrafast spectroscopic technique–the XUV attosecond

transient absorption spectroscopy–was utilized to investigate the charge dynamics

on the timescale of tens of femtoseconds to hundreds of attoseconds. The systems

under investigation, i.e., the excited atomic or molecular gases, were first excited

by XUV attosecond pulses to prepare coherent superposition of excited bounded

or metastable states. Then, a subsequent and phase-locked IR femtosecond pulse

with a controllable wavelength, intensity, and field polarization, was introduced to

perturb the systems under investigation while the delay-dependent change in the

XUV spectrum was monitored. The perturbation from the strong-field IR pulse

induces many transient effects, such as multi-photon coupling to nearby states and

energy shifting/splitting/broadening. These excited or super-excited states in atoms

and molecules can be considered as atomic or molecular polarization, which in the

semi-classical picture refers to the collection of electric dipoles. We experimentally

investigated the dynamics of these dipoles in He, Ar, O2, N2, CO2, and SF6.

In the He experiments as described in Chapter 3, we studied and quantified the

time-dependence of various transient phenomena, including ac Stark shift, laser-

induced phase, quantum path interference, and laser-induced continuum structure

in 1snp Rydberg states of dilute helium gas. These phenomena can be understood

under the single-atom response assumption. In the case of dense helium targets,

we found that specific new spectral features in the absorption profile, and their

evolution with propagation distance, can be attributed to the interplay between

resonant XUV attosecond pulse propagation and IR-imposed quantum phase shifts

in an optically thick medium. Our joint experimental-theoretical studies show that
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this interplay manifests itself in the time domain, with the IR pulse influencing

the reshaping of the XUV pulse transmitting through the resonant medium. As

the optical depth increases, this nonlinear macroscopic interplay initially leads to a

broadening of the IR modified absorption line, and subsequently to the appearance

of new and narrow frequency domain features in the spectrum. We also developed

a unified physical picture to account for all scenarios and an application guideline

to consider the dense gas limit, which shows nonlinear effects.

In the O2 experiments as described in Chapter 4, we studied the autoionizing

states of oxygen in electronically and vibrationally resolved fashion. The observed

transient absorption spectra showed opposite OD changes from states with different

electron state symmetry. In the case of the nsσg (and ndπg) series, the OD changes

are positive, while in the case of the ndσg series, the OD changes are negative. The

ab initio MCTDHF calculation was also implemented, and it agrees with our exper-

imental findings. We also modeled the effect of IR perturbation on the molecular

polarization of oxygen by two common approaches, namely the laser-induced phase

shift model and the laser-induced attenuation model. We found that only the former

agrees with both experimental and calculated results. On these grounds, we relate

the state symmetry dependent sign of the absorption change to the Fano parameters

of the static absorption line shapes.

In the argon experiments as described in Chapter 5, we investigated the possibil-

ity of controlling a Fano interferometer, which is an intrinsic electron wave packets

interferometer occurring in an autoionizing state. We applied an external IR laser

to control argon autoionizing 4p states by manipulating the polarization of the IR

field from linear, either parallel or perpendicular to the XUV field, to circular po-

larization. We observed significantly modified spectral line shape transition from

Lorentzian-like (Breit-Wigner-like) to Fano-like profiles. This study demonstrates

the feasibility of using an external field to control a Fano interferometer of autoion-

ization.

In the N2 experiments as described in Chapter 6, we observed the relaxation

dynamics of the XUV initiated nitrogen molecular dipole polarization of doubly-
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excited vibrational progressions. We identified that the transient absorption spec-

trum is only sensitive to neutral Rydberg states, despite the complicated potential

energy curves in this spectral range. We also constructed a laser-induced phase

shift model and applied it to the superimposed seven vibrational states to under-

stand the main features observed in the spectrograms. However, other short-lived

non-Rydberg states could play roles in the observed OD change, especially if the

XUV and IR pulses are overlapped.

In Chapter 7, we studied three different complicated systems, namely, CO2,

SF6 and He-Ne mixture. These systems are beyond simple atomic and diatomic

molecular gasses. The aim of the CO2 study is to deepen our understanding of

the charge dynamics near a conical intersection of the potential energy surfaces.

Our preliminary measurement of the transient absorption of CO2 is sensitive to

many neutral Rydberg series converged to excited ionic states, which could exhibit

coupled hole-nuclear driven dynamics in distorted molecules. In the SF6 experi-

ments, we observed the suppression of XUV photoabsorption that corresponds to

the inter-valence transitions in the presence of a strong IR field. Lastly, the transient

absorption characteristics of He-Ne mixture were investigated. Our preliminary data

shows spectral features that cannot be explained by the linear superimposition of

He and Ne spectrograms. These new features could be the signature manifested by

the He-Ne collision process, which is related to the lasing mechanisms behind He-Ne

lasers.

One of the goals of our planned research along this direction is to produce few-

pulse broadband XUV continuum in conjunction with strong, robust, and tunable

few-cycle IR pulses. With improved and upgraded light sources, we can then study

charge dynamics in complex molecular and solid-state systems in 1D and 2D pump-

probe geometries. As the glue that bonds atoms in complex chemical systems, elec-

trons and their dynamical behavior governs chemical reactions. Therefore, a greater

understanding of those phenomena is a key to steer chemical reactions on-demand

in the industry, and to design and manufacture highly efficient energy devices [264].

As for the application to solid-state systems, we can also apply this ultrafast XUV
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spectroscopic technique to explore semiconductors [265] and emerging 2D quan-

tum materials [266]. This could then spur a revolution in ultrafast communication

and computation by utilizing the light-wave technology in matter [267, 268]. In

conclusion, the use of the transient absorption spectroscopy with XUV attosecond

pulses have unveiled many ephemeral light-induced phenomena of excited atoms

and molecules, which were probed, dressed, or modified through the interaction of

a strong-field femtosecond IR pulse and the target medium. These studies shed

light on the electronic processes, and deepen our insight of these processes in the

time-domain perspective.
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APPENDIX A

Abbreviation List

2DSI two-dimensional spectral shearing

interferometry

ADK Ammosov-Delone-Krainov

APTs attosecond pulse trains

ASE amplified spontaneous emission

ATA attosecond transient absorption

ATAS attosecond transient absorption

spectroscopy

BBO beta barium borate

CCD charge-coupled device

CI conical intersection

cw continuous wave

EPA electric dipole approximation

FID free induction decay

FROG frequency-resolved optical gat-

ing

FWHM full width at half maximum

FWHM full width at half maximum

FWM Four-wave mixing

GDD group velocity dispersion

GOD double optical gating

GVD group velocity dispersion

H13 13th harmonics

H15 15th harmonics

H17 17th harmonics

HCF holow-core fiber

HHG high harmonic generation

IAP isolated attosecond pulse

IR infrared

LIA laser-induced attenuation

LICS laser-induced continuum structure

LIP laser-induced phase

MCP microchannel plate
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MCTDHF multiconfiguration time-

dependent Hartree-Fock

MIR mid-infrared

mOD milli-optical density

MPI multi-photon ionization

MWE Maxwell wave equation

NIR near infrared

NRDES non-Rydberg doubly excited

states

o.c. optical cycles

OD optical density

OPA optical parametric amplifier

PFID perturbed free induction decay

RABBIT reconstruction of atosecond

beating by interference of two-

photon transition

RPP resonant pulse propagation

SHG second harmonic generation

SIGC semi-infinite gas cell

SPIDER spectral phase interferometry

for direct electric-field reconstruc-

tion

SPM self-phase modulation

TDSE time-dependent Schrödinger

equation

TTL Transistor-transistor logic

UV ultraviolet

XUV extreme ultraviolet
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APPENDIX B

List of Publications

1. Chen-Ting Liao, Coleman Cariker, Nathan Harkema, Luca Argenti, and

Arvinder Sandhu. ”Ultrafast laser control of autoionizing resonances in argon

observed in attosecond transient absorption.” In preparation (2017).

2. Nathan Harkema, Chen-Ting Liao, Arvinder Sandhu, Seth Camp, Kenneth

J. Schafer, and Mette B. Gaarde. ”Controlling electronic couplings with tun-

able long wavelength pulses: Study of Autler-Townes splitting and XUV emis-

sion spectra.” In preparation (2017).

3. Chen-Ting Liao, Xuan Li, Daniel J. Haxton, Thomas N. Rescigno, Robert

R. Lucchese, C. William McCurdy, and Arvinder Sandhu, ”Probing autoion-

izing states of molecular oxygen with XUV transient absorption: Electronic-

symmetry-dependent line shapes and laser-induced modifications.” Physical

Review A 95, 043427(2017)

4. Chen-Ting Liao and Arvinder Sandhu. ”XUV Transient Absorption Spec-

troscopy: Probing Laser-Perturbed Dipole Polarization in Single Atom,

Macroscopic, and Molecular Regimes.” Photonics, 4(1), 17 (2017).

5. Chen-Ting Liao, Arvinder Sandhu, Seth Camp, Kenneth J. Schafer, and

Mette B. Gaarde. ”Attosecond transient absorption in dense gases: Exploring

the interplay between resonant pulse propagation and laser-induced line-shape

control.”Physical Review A 93, 033405 (2016).

6. Chen-Ting Liao, Arvinder Sandhu, Seth Camp, Kenneth J. Schafer, and

Mette B. Gaarde. ”Beyond the single-atom response in absorption line

shapes: probing a dense, laser-dressed helium gas with attosecond pulse

trains.”Physical Review Letters 114, 143002 (2015).
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490 å. Chemical Physics 173(2) 315–331 (1993).

[10] P. V. Demekhin, D. Omelyanenko, B. Lagutin, et al.. Investigation of pho-
toionization and photodissociation of an oxygen molecule by the method of
coupled differential equations. Optics and spectroscopy 102(3) 318–329 (2007).

[11] J. Berkowitz. Atomic and molecular photoabsorption: absolute total cross
sections . Academic Press (2002).

[12] J.-I. Lo, M.-H. Tsai, H.-S. Fung, et al.. Observation of new Rydberg series
in the many-electron transition region of N2. The Journal of chemical physics
137(5) 054315 (2012).



166

[13] A. J. Yencha, K. Ellis, and G. C. King. High-resolution threshold photo-
electron and photoion spectroscopy of molecular nitrogen in the 15.0–52.7 ev
photon energy range. Journal of Electron Spectroscopy and Related Phenom-
ena 195 160–173 (2014).
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