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Abstract 

There is a critical need for a technology that can assist doctors in more accurately evaluating 

lung nodules at the time of biopsy. To address this need, a multispectral fluorescence line-scan 

confocal endomicroscope was developed that employs a fiber bundle probe to image tissue at the 

distal tip of the biopsy introducer needle.  

For all fiber bundle probe-based fluorescence systems, the axial resolution is challenging to 

measure, mainly due to the nature of the direct contact of the fiber bundle with the object and the 

different wavelengths of fluorescence emission and excitation. Therefore, in this dissertation, we 

find a method to accurately measure this system's axial resolution. 

The problem of pixelization of the fiber bundle causes a drop in the sampling frequency of the 

system. In this dissertation, we provide several different potential solutions to this problem. 

The multispectral nature of the instrument allows the simultaneous use of multiple FDA-

approved dyes that stain different cellular/tissue compartments in different spectral regions to 

distinguish between lung cancer and benign conditions of the lung. The imaging system has been 

used to image normal mouse and rat lung tissue as well as ex vivo human core biopsy lung tissue. 
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1 Introduction  

1.1 Lung Cancer 

Lung cancer is a type of cancer that starts in the lung, near the lung surface. About 2.1 million 

new cases and 1.8 million deaths per year makes lung cancer one of the most common cancers in 

the world1, including more than 200,000 cases that occur in the US every year2. Lung cancer is 

one of the most dangerous and common cancers for both men and women, about 25 percent of 

all cancer death are caused by lung cancer 20183. It has a very high mortality rate compared to 

other leading cancer sites. The five-year survival rate for lung cancer is 19 percent1,3,4, which is 

much lower than colorectal, breast, and prostate cancer. 

The early diagnosis of lung cancer can significantly improve the five-year survival rate to 56 

percent. Unfortunately, 84 percent of lung cancer cases are not detected at an early stage. The 

five-year survival rate drops to only 5 percent once lung cancer cells spread to other organs. The 

low early diagnosis ratio and high mortality for distant tumor cases result in more than 50 

percent of patients dying within one year when lung cancer is diagnosed5. 

1.2 Early Detection of lung cancer 

The survival rate of lung cancer can be increased dramatically if the cancer is detected at an early 

stage. Low-dose CT screening5, an early screening tool to identify suspicious lung nodules, has 

been used to decrease lung cancer mortality. Among high-risk populations, such as smokers, the 

mortality rate can be reduced by at least 14 percent. Many lung cancer-related death cases can be 

prevented with proper early detection5 and effective therapy. 
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While low-dose CT screening can be utilized to identify suspicious lung nodules, the 

diagnostic performance in distinguishing between lung cancer and benign cases of lung disease 

is limited because it does not provide cellular-level imaging. Lung nodules that appear on CT 

scanning or other imaging tests can vary depending on pathologic conditions, such as primary 

inflammatory responses to viral, bacterial, or fungal infections, autoimmune diseases including 

sarcoidosis, scarring, primary lung cancer, and metastatic spread to the lung from other types of 

cancer. 

A lung biopsy12-17,20-25 is often necessary for identifying these abnormal conditions. Lung 

biopsy is a method to extract one or more samples from a targeted nodule for further 

examination. Most of the time, the examination is for confirming cancer. Depending on the 

location of the lesions, general health, or other lung problems, different types of lung biopsies are 

done. 

When lesions are located near an accessible bronchial structure, a transbronchial biopsy15-

17,21,24,25 can be performed. A bronchoscope is placed through the trachea down into the airway of 

the lung. The samples can be extracted by forceps. When a lesion appears in the peripheral lung, 

a transthoracic procedure12-14,22,23 is employed. A needle is placed through the chest between ribs 

into the lung to extract a sample. Most times, a CT scan or other tomography imaging technique 

is utilized to guide the biopsy needle into the targeted nodule. This type of biopsy is also called 

needle biopsy. 

Lung biopsy comes with potential risks. Lung needle biopsy may cause pneumothorax, which 

occurs when air and fluid leak into the space between the lung and the chest wall. Pneumothorax 

can cause shortness of breath. Infection and extensive bleeding are also potential risks caused by 

lung needle biopsy. But to get enough tissue with small gauge biopsy needles, several extractions 
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are needed, and the probability of potential risks rises with the increasing number of extractions. 

So, it is very important to select proper tissue and avoid missing it. CT-scan, which does not 

provide cellular imaging, sometimes is not enough to guide biopsy needles. 

1.3 Guidance for Lung Needle Biopsy 

Fig. 1-1 illustrates that while the biopsy needle is correctly guided by CT scan and placed in the 

nodule, the tissue structure from a single biopsy core may have a different abnormalities at 

different locations within the nodule.  

 

Fig. 1-1. Different depth in a lesion may have different abnormalities. The first image is from Wikipedia. 

Region 1 in the tissue has an inflammatory response but region 2 shows that this part of the 

tissue is necrotic. The reason is that different locations of the same nodule may have a different 

lesion structure. Similarly, cancer cells may be surrounded by or surround healthy cells or other 

non-cancer tissues. An incorrect diagnosis may occur if the cancer cells are not found and taken 

out. So, a cellular level imaging device is helpful to guide the core biopsy procedure, especially 

when it provides images at different depths along the needle insertion direction, which helps 

select proper tissue to take out and reduces the number of biopsies taken to decrease the risk of 

the lung needle biopsy. 
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1.4 Confocal Microscopy 

For most thick biological samples, signals from out of focus planes dramatically reduce the 

contrast of the image. An optical sectioning ability is necessary to image thin sections without 

overlapping out of focus planes. The confocal microscope7,8 is one type of optical system that 

has sectioning ability. Different from the conventional microscope, which forms an image 

directly at the sensor, a confocal microscope illuminates a point (or a line) in the object and then 

images the emitted light to an intermediate image plane where a pinhole (or a slit) is located (see 

Fig. 1‑2). This pinhole (or slit) significantly removes light from out-of-focus objects. By 

scanning the illumination point (or line) across the object, a high-resolution in-focus image of a 

very thin section of tissue can be obtained with reduced contribution from the out-of-focus 

planes. As a result, confocal microscopy has been widely used for imaging thick biological 

samples. 

 

Fig. 1-2. Imaging with a traditional microscope (upper figure) and a confocal microscope (lower figure). 
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1.5 In-vivo Endomicroscopy with a Fiber Bundle Probe 

Benchtop confocal microscopes, which have optical sectioning ability, are used to provide high-

resolution images of biological samples. While it is widely applied to in-vivo imaging such as 

skin, cornea, or teeth, it is not easy to image deeper within the body.   

In 1993, Arthur Gmitro and David Aziz first described the concept of using a fiber-optic 

imaging bundle to relay the image at the distal tip of the fiber bundle to the proximal surface of 

the fiber bundle coupled with a confocal microscope to image tissue in situ inside the human 

body31. The combination of fiber bundle probe and confocal microscopy allows real-time in-vivo 

imaging with optical sectioning ability and can be utilized in minimally invasive surgery. This 

approach provides a clear image of the tissue at the distal tip of the fiber bundle probe and 

reduces sample misses and potentially increases the accuracy of early detection. 

Andrew Rouse and Arthur Gmitro developed the multispectral confocal endomicroscope that 

provides 26 spectral channels instead of just one spectral channel 33,34. A customized 

spectrometer is introduced to disperse fluorescent signals from the tissue to different rows of a 

512X512 CCD sensor, then 256 frames of data are collected after 4.1s to reconstruct a 2-D image 

with 26 different spectral channels. In this multispectral mode, the cellular structure of the tissue 

can be collected during optical biopsy processes and diagnostic information can be obtained with 

the provided spectral information. 

In recent years, there has also been work published using endomicroscopes and 

bronchoscopes to help detect lung disease. In 2017, Zhuquan and his team used needle-based 

confocal laser endomicroscopy to help physicians diagnose peripheral lung disease20. With CT 

guidance, their system could reach the target area clearly and successfully observe alveoli and 

other structures. In 2019, Mathieu and their team used probe-based bronchoscopy22 to observe 
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fluorescent bronchiolar cells, alveolar cells, and alveolar tissue. This work shows bronchoscopy 

can be used to observe lung structures. In 2021, Tess used bronchoscopic needle-based confocal 

laser endomicroscopy to observe and ultimately diagnose peripheral lung cancer in real-time23,24. 

They compared their results with conventional histology results and show this technique is 

capable for providing cellular level imaging of malignant cells. 

1.6 Multispectral Fluorescence Imaging 

Fluorescence imaging9 is a very popular method in confocal microscopy. The contrast agent (fluorophore) first absorbs the light 

within a certain wavelength band (excitation), and then emits fluorescence light with a longer wavelength band, as 

 

Fig. 1-310 shows. 

 

Fig. 1-3. Jablonski diagram showing excitation and emission of fluorescent light10. 
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Fig. 1-4. Candidate DNA/nucleus dye combined with candidate protein/cytoplasm drug-dyes applied to image ovine lung tissue 

with a standard benchtop confocal microscope26. 

One of the benefits of fluorescent imaging is that different contrast agents with different 

fluorescence spectral properties can be used to label different biological features of the tissue. 

So, if a system has an ability to distinguish different wavelengths, it can be used to distinguish 

different structures marked by these agents as well. Fig. 1-4 shows two example images captured 

by a three spectral channel point-scan confocal microscope using two fluorescent stains as 

indicated in the spectrum box of each image. This is called multi-spectral ability. 

1.7 Overview of Dissertation 

In this dissertation, we designed a new multispectral confocal endomicroscope (MSCE) system 

to help physicians observe suspicious nodules and select appropriate biopsy samples in the 

clinical setting of core biopsy of the human lung. 

Chapter 2 elaborates on the principles of this optical system, including its optical design and 

the choice of optical components. In addition, the chapter will mention how we introduce the dye 

into the target area and how we use image processing to differentiate between two spectrally 

similar dyes. 

C

A B
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Chapter 3 describes in detail the LabVIEW software that controls the system. The beginning 

of this chapter describes how to use this software to control the parameters of the MSCE system. 

Then the chapter describes the logic of the system in its different modes of operation. Finally, 

this chapter describes the image processing method of the system. 

Chapter 4 describes how to measure the axial resolution of the fiber bundle probe-based 

fluorescence imaging system. At the beginning of the chapter, I describe the principle of this 

method. Afterward, we apply this method to a Nikon benchtop confocal microscope and 

compare its results with the conventional method. Finally, we applied this method to the MSCE 

system and measured its axial resolution. 

Chapter 5 describes several approaches to solve the pixelization problem faced by fiber-

bundle imaging systems. These include the mechanical motion method, the method using 

optoelectronic elements and the dispersion method. We have built a prototype of one of these 

methods, but unfortunately, we have not been able to reduce this prototype to a size that can be 

applied to biopsies. The chapter will conclude by describing the advantages and disadvantages 

between several methods and what future improvements are possible. 

Chapter 6 will show some of the different results we obtained from imaging mouse, rat, and 

human lung tissue samples. We have analyzed human samples with different. We analyzed the 

similarities and differences of human samples with different pathologies under MSCE system 

and traditional H&E methods. 
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2 Multispectral Confocal Endomicroscopy in 

Lung Needle Biopsy Guidance 

2.1 Introduction  

An approach to image tissue at the distal end of the biopsy needle, before tissue extraction, could 

improve tissue sampling accuracy. Further, the ability to observe lung tissue in its natural 

environment before tissue extraction might even obviate the need for tissue extraction altogether 

and avoid some of the risks associated with transthoracic core needle biopsy (CNB), such as 

bleeding and pneumothorax. 

As one of the thin and flexible waveguides, a coherent fiber bundle is one of the best options 

to relay the image from the distal end to the proximal end that coupled with microscopes or 

endoscopes, with high resolution cellular-level imaging. Fiber and fiber bundle imaging has been 

utilized in several optical systems, such as fluorescent confocal microscopy and epifluorescence 

microscopy7. In the past, various fiber bundle confocal endomicroscopy configurations have 

been built21,22-25. The advantage of this approach is that it allows placing the mechanical scanner 

and illumination source outside the patient’s body. 

A multi-spectral confocal endomicroscope (MSCE) was developed to meet this clinical 

need7,13,14. The basic system is similar to previous work developing a line-scan confocal 

endomicroscope but incorporates a dispersive element to enable the collection of multi-spectral 

data33.The fundamental capability of the newly developed MSCE instrument is to obtain real-

time multi-spectral optically sectioned images of the tissue at the distal tip of a small biopsy 

needle before the tissue is extracted. This imaging ability could substantially reduce the number 
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of near misses or errors in tissue collection that occur with standard CT guidance alone. The 

MSCE instrument collects multi-spectral images, which enables the simultaneous imaging of 

multiple fluorescent dyes at one time. By utilizing combinations of fluorescent dyes with 

properly chosen color mapping from spectral data to RGB display, the MSCE can identify 

various tissue components critical to making a useful diagnosis. 

In previous work26, several combinations of FDA-approved fluorescent dye were used to 

image ex-vivo ovine lung tissue. Two types of dyes were combined: (i) one DNA-binding dye 

with (ii) one protein-binding dye. Typical DNA-binding dyes, such as proflavine, label cell 

nuclei and help identify cancer proliferation and metastasis. Typical protein binding dyes, such 

as rose bengal, label proteinaceous connective tissue and help to identify normal alveolar 

structure from the abnormal lung. 

2.2 Optical Design and Aberration Correction 

This section mainly focuses on the design of the optical lens system to allow for adequate 

aberration correction. A detailed analysis of some device and sensor parameters will be given in 

section 2.4 

2.2.1. First-order and Image Quality Requirement 

The optical imaging performance of this system is mainly limited by the fiber bundle. In this 

system, a fiber bundle (FIGH-30-800G, 0.3 NA) with fiber core diameter of 3 microns, a core-to-

core spacing of 4.1 microns, and a field of view (FOV) of 750 microns is utilized. An optical 

system is required to have a spatial resolution equal to or better than the fiber bundle and a 

sensor FOV equal to or slightly larger than the fiber bundle in order to have adequate 

performance. Moreover, the system should have good imaging performance for the wavelength 

band from 500nm to 750nm without any compensation or adjustments required.  
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For this imaging system, a sensor with a 4.8-micron pixel size was selected. The 

magnification between the image and object is 2.78x (10x Olympus objective (EFL 18mm, NA 

0.3) on the object side and 4x Nikon objective (EFL 50mm, NA 0.13) on the image side) so that 

the Nyquist sampling period of the camera (4.8 microns) is less than the core diameter of the 

fiber bundle (2.78 x 3 = 8.34 microns). And because the core diameter is smaller than the core-

to-core distance, this camera has a higher sampling frequency than the fiber bundle.  A 15-

micron wide slit is selected to closely match the magnification from fiber to slit. 

Because the system images the full spectrum simultaneously, it has a high requirement for the 

correction of longitudinal chromatic aberration. Fig. 2-1 shows a multispectral confocal system 

that consists of doublets. The symmetric structure of element 2 and 4 corrects for odd aberrations 

including coma, distortion, and lateral chromatic aberration. However, it doubles even 

aberrations, such as spherical aberration and longitudinal chromatic aberration. 

 

Fig. 2-1. Cross-section of the design. 0: the proximal end of the fiber bundle; 1: objective (EFL=18mm); 2: lens to image the 

object to the slit (EFL=76 mm); 3: 15um wide slit; 4: lens with same focal length as lens 2; 5: dispersion element; 6: image lens 

(EFL=50mm); 7: sensor. 
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Fig. 2-2 indicates the RMS spot size vs wavelength for this system, because of the chromatic 

aberration, only part of the spectrum can have performance better than the diffraction limit. The 

focal shift over all wavelengths in the spectral range is 167-microns, while the diffraction limit is 

52-microns, which indicates we need more than 0.1mm compensation of defocus to make the 

wavelength range be in-focus. As a result, we need to have a system with better chromatic 

aberration correction. 

 

  

Fig. 2-2. RMS spot size vs wavelength and chromatic focal shift (Maximum =167um).  

2.2.2. Design with Custom Optical Elements 

The first solution is to introduce customized lenses to correct even aberrations. To keep the 

benefit of symmetry, two identical customized lenses are required on both sides of the slit. 

Fig. 2-3 shows the design with customized lenses: the meniscus lenses have negative power 

so that the field curvature can be well-corrected. Furthermore, a flint glass is selected as the 

material to further balance the longitudinal chromatic aberration. Astigmatism can be corrected 

by shifting these meniscus lenses. 
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Fig. 2-3. Cross-section of the design. 0: the proximal end of the fiber bundle; 1: objective (EFL=18mm); 2: lens to image the 

object to the slit 3: 15um wide slit; 4: lens with same focal length as lens 2; 5: dispersion element; 6: image lens (EFL=50mm); 7: 

sensor. *: two flint negative meniscus lenses; the effective focal length in the red box is 90mm. 

The material selected for the new lenses is S-NPH1, which has a relative cost (to BK7 glass) 

=4.2. This design has a better performance as shown in Fig 8. 

  

Fig. 2-4. RMS spot size vs wavelength and chromatic focal shift (Maximum =44um). 

Fig. 2-4 illustrates a much smaller RMS spot size that is better than the diffraction limit across 

the field for all wavelengths. The chromatic focal shift is 44-micron which is smaller than the 

diffraction limit (52-micron). This system is further corrected for longitudinal chromatic 
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aberration, astigmatism, and field curvature. However, spherical aberration is overbalanced, thus 

defocus is introduced to improve the image quality. 

2.2.3. Design with Off-Shelf Microscope Lenses 

Another solution is to use off-the-shelf well-corrected microscope objectives and tube lenses. 

Fig. 2-5 shows the design. 

 

Fig. 2-5. System with off-shelf tube lenses and idealized objective lenses. Another folding mirror is used to make the coordinate 

system positive, because the black boxes (2 & 4) can be only used in positive coordinate system. 0 the proximal end of the fiber 

bundle; 1: objective (Olympus 10x Plan Fluor, EFL 18mm, NA 0.3); 2&4: tube lens (Thorlabs TTL-100A, EFL=100mm); 3: 

15um wide slit (Thorlabs, S15K); 5: dispersion element (N-BK7, wedged angle 11°); 6: objective (Nikon 4x Plan Fluor, EFL 

50mm, NA 0.13); 7: sensor (Basler acA640-750um).  

Fig. 2-6 indicates the maximum chromatic focal shift is 74-microns, which is larger but close to 

the 52-micron diffraction limit. The RMS spot size is diffraction limited in this design. Because 

of the ease of using off the shelf optical components, the optical system shown in Fig. 2-5 was 

selected for the MSCE system. 
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Fig. 2-6. RMS spot size vs wavelength=750nm and chromatic focal shift. 

2.3 Dye Selection and Combination 

To obtain distinguishable color differences between cell nuclei and proteinaceous connective 

tissue, we use DNA binding dyes, and protein binding dyes that have different fluorescence 

emission spectrums. Table 1 illustrates the dye combinations investigated in this work:  

Table 1. Dye combinations. 

Connective Tissue Dye Nucleus Dye Laser(s) Used Dye Concentrations (1 & 2) 

Fluorescein Mitoxantrone 488 nm / 640 nm 5 μM / 200 μM  

Fluorescein Methylene Blue 488 nm / 640 nm 5 μM / 200 μM  

Fluorescein Daunorubicin 488 nm 5 μM / 200 μM  

Phenol Red Methylene Blue 488 nm / 640 nm 200 μM / 200 μM  

Phloxine B Daunorubicin 488 nm 200 μM / 200 μM  

Rose Bengal Proflavine 488 nm 200 μM / 200 μM   

 

Some combinations need both excitation wavelengths to control the signal level from different 

fluorescent dyes. The results of different dye combinations used to image mouse lung samples 

are included in chapter 6. 
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2.4 System Components and Setup 

The layout of the multi-spectral line-scanning confocal microscope is illustrated in Fig. 2-7. The 

photographs of real MSCE system is attached in Appendix B. Fluorescence excitation light is 

provided by one or more wavelengths from an iFLEX Viper three-laser system operating at 

wavelengths of 488nm, 640nm and 780nm. All three lasers, with operator control of laser power, 

are coupled into a single-mode fiber. The excitation beam exiting the single-mode fiber is 

collimated by a lens and passes through a cylindrical lens that, together with the objective lens 

(Olympus 10x Plan Fluor, EFL 18mm, NA 0.3), focuses the light to a line illumination on the 

proximal face of the fiber bundle probe. The dichroic mirror reflects the excitation light towards 

the scan mirror, which scans the line illumination across the proximal face of the fiber-bundle 

probe.  

The line illumination beam is relayed from the proximal face to the distal face of the fiber-

bundle probe, which is in contact with the tissue. The excitation beam passing through the fiber 

excites the fluorescent dye that is staining the tissue. The fiber bundle used in this system is a 

Fujikura imaging fiber bundle (FIGH-30-800G), which has approximately 30,000 fiber cores. The 

fiber diameter without its protective coating (0.950mm with protective coating present) is about 

800μm (750μm diameter active image area). The fiber bundle with the protective coating can fit 

through the lumen of a 19-gauge introducer needle that is typically used with a 20-gauge core 

biopsy needle for tissue extraction (see Appendix C). The core size of the individual fibers in the 

bundle is approximately 3 microns with an NA of 0.3. The core-to-core distance is 4.1m.  

 The fluorescence emission from the tissue is relayed back to the proximal end of the fiber-

bundle probe, de-scanned by the scan mirror, transmitted through the dichroic mirror, and 

focused by a tube lens (Thorlabs TTL-100A EFL 100mm) onto the confocal slit aperture. This 
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creates a confocal system with optical sectioning at the distal tip of the fiber-bundle probe. The 

magnification from fiber bundle to slit is given by 

𝑀 =
𝑓𝑡𝑢𝑏𝑒

𝑓𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒
. (2.4. 1) 

In this system, 𝑓𝑡𝑢𝑏𝑒 = 100 𝑚𝑚, 𝑓𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = 18𝑚𝑚, thus the magnification is 100/18 = 5.6. The 

slit width of 15𝜇𝑚  is roughly equal to the magnified size of a single fiber core (3μm x 5.6 = 

16.8μm). 

 

Fig. 2-7. System layout and the method to collect subframe data. 

Most out-of-focus light is filtered by the slit. The signal is then collimated by the same type of 

tube lens. A prism (N-BK7, wedged angle 11°) is inserted in the collimated space before the 

imaging lens. The Nikon image lens (Nikon 4x Plan Fluor, EFL 50mm, NA 0.13) focuses the 

fluorescence light onto the sensor.  The magnification from slit to sensor is 50/100 = 0.5. The 

signal is dispersed over 20 channels and focused on different rows at the sensor (Basler acA640-

750um). The image obtained for a single angle of the scan mirror is called subframe. 
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The spatial resolution of this imaging system is fundamentally limited by the fiber bundle 

sampling, which depends on the core-to-core distance of fibers in the fiber bundle. The 

maximum spatial frequency that can be imaged without aliasing has a period of twice the core-

to-core distance or 8.2 m, giving a maximum spatial frequency of 122 cycles/mm (min x=9.98 

m).. The overall magnification from fiber to sensor is 5.6 x 0.5 = 2.8. Therefore, the core-to-

core distance measured at the image sensor is 11.5 m, and the maximum spatial frequency 

without aliasing at that location is 43 cycles/mm. The sensor itself has a pixel size of 4.8 m, so 

its maximum unaliased spatial frequency is 104 cycles/mm, well above the maximum spatial 

frequency of the fiber bundle. 

 

Fig. 2-8. Data collection by the MSCE system.  As the scan mirror moves the illumination across the fiber, the sensor reads out 

multiple subframes.  

Fig. 2-8 shows the process of data acquisition in the MSCE system. For a fixed position of the 

scan mirror, the CMOS image sensor (Basler acA640-750um) collects a 2D data set that consists 

of one spatial dimension (along the slit direction – 640 pixels) and a spectral dimension 
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perpendicular to the slit (20 pixels in the spectral dispersion direction). As the scan mirror moves 

the illumination across the fiber bundle, more and more subframes are collected. Collection of 

430 subframes covers slightly more than the full 750-micron field of view of the fiber probe. A 

full frame of multi-spectral data consists of 20 spectral images with 480 x 430 pixels per spectral 

image. The 20 different spectral channel images are mapped to a single RGB image. The method 

is based on the CIE color mapping functions. For some dye combinations with overlapping 

spectra, a spectral unmixing method can be utilized to better distinguish the color contrast 

between the two dyes. 

The reduction from 640 pixels to 480 pixels in the along-slit direction is done to better match 

the field of view with some flexibility in positioning of the circular field of view in the 

multispectral data set. The exposure time of the sensor can be set to 202 μs for each subframe, 

which correspond to 4950 subframes per second. However, due to the calculation time and display 

time between each multispectral frame, the system can only collect 4300 subframes per second, 

which yields a full multispectral frame rate of 10 frames per second. In this dissertation, the 

exposure time is set to 340 μs for each subframe to have a higher signal-noise ratio, and 

corresponds to a full multispectral frame rate of 6 frames per second. 

2.5 Linear Spectral Unmixing with Multiple Dyes 

Some dye combinations have a similar or highly overlapped spectrum, such as a combination of 

Proflavine (DNA-binding) and Phloxine B (connective tissue binding). With general CIE color 

mapping functions, the color contrast is not sufficient. 

The spectral signal from dye combinations applied here is a linear mixture model, so to 

improve the color contrast, a linear spectral unmixing algorithm is applied to decompose the 

mixed fluorescence signal. Assume the normalized spectrum signal for certain contrast agents is 
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�̂�(𝜆), the signal weight for it is 𝑓, then the spectrum �̂�𝑚𝑖𝑥(𝜆) for combination of n different dye 

is: 

�̂�𝑚𝑖𝑥(𝜆) = 𝐻 (

𝑓1
𝑓2
⋮
𝑓𝑛

) ; (2.5. 1) 

where 𝐻 is the sensitivity function, comprised of a normalized spectrum signal for each dye: 

𝐻 = (�̂�1(𝜆), �̂�2(𝜆),… , �̂�𝑛(𝜆)). (2.5. 2) 

The the signal weight for each dye can be obtained by: 

(

𝑓1
𝑓2
⋮
𝑓𝑛

) = 𝐻#�̂�𝑚𝑖𝑥(𝜆), (2.5. 3) 

where 𝐻# is the pseudoinverse of 𝐻: 

𝐻# = (𝐻𝑡𝐻)−1𝐻𝑡. (2.5. 4) 

Fig. 2-9 shows 3 groups of images from different tissue samples with different color mapping 

functions.  
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Fig. 2-9. Human ex-vivo tissue and Rat lung tissue with different color mapping function. Imaged with MSCE. 

All images are obtained with MSCE with a dye combination of proflavine (DNA-binding, 

green) and rose bengal (protein tissue-binding, red). The first row of images is obtained from 

human ex-vivo tissue, which is from core biopsy extraction. In both grayscale (a1) and CIE 

mode (a2), it is not easy to distinguish connective tissue. But after the application of the spectral 

unmixing algorithm(a3), the color contrast between the cell nucleus and connective tissue is 

more pronounced. Similarly, in the second row of images, the linear spectral unmixing algorithm 
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significantly improves the visibility of connective tissue. The third row of images indicates that 

spectral unmixing algorithm can not only improve color contrast between different dyes but can 

also adjust the dye signal weight individually. In the red box region in c2, the connective tissue is 

hard to resolve because rose bengal has less signal level than proflavine here. However, c3 

illustrates that spectral unmixing algorithm can help improve the signal level of rose bengal 

individually and highlight the connective tissue. 

2.6 System Interfaces 

To synchronize the scan mirror and image sensor readout, both devices are connected to a function 

generator. The whole system is connected to a PC and controlled by a LabVIEW program. The 

sensor sends a trigger signal to the function generator every time it collects a subframe. The 

function generator sends a ramp-shaped voltage signal that continues to rise linearly for the time 

it takes to collect an entire data set of 430 subframes. The necessary image processing algorithm 

is written and applied in LabVIEW, which has sufficient calculation speed to work under real-time 

imaging conditions. 
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Fig. 2-10. Display windows in LabVIEW front panel. Images were collected from paper marked by fluorescent marker pens. a: 

this window shows the color image after the program has color mapped the signals of 20 channels; b: a spectral plot, the x-axis is 

the channel number; the y-axis corresponds to the pixel signal intensity of each channel over the whole image; c: the grayscale 

image; d: the grayscale image of one channel, changing the number above this window will change the displayed channel. 

A Gaussian blur filter was used to reduce the fiber bundle’s pixelization problem. The interface 

program controls the multi-channel laser (488 nm, 640 nm and 780 nm) intensity for use with 

different dyes, as well as sensor parameters, including exposure time and gain. 

Fig. 2-10 shows data from a piece of paper stained with different fluorescence marker pens. 

The windows displayed are: a) a multi-spectral image window with adjustable color mapping 
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functions; b) a spectrum of the fluorescence emission over the whole image field of view; c) a 

grayscale image summed over all 20 spectral channels, and; d) an image at spectral channel 16 in 

the red end of the spectrum. During operation, the windows can be displayed individually or 

simultaneously together.  The spectral distribution plot can be data at a single spatial pixel or 

averaged over any selected region of interest in the image sensor space.  

A detail program manual can be found in chapter 4. 

2.7 Tools in Lung Needle Biopsy with MSCE 

Exogenous fluorescent dyes are employed to provide contrast for identifying cell nuclei and 

connective tissue in the multispectral images. The fluorescent dyes used in this work are FDA 

approved. Although multiple dye combinations were previously investigated26, the work 

presented here with excised human and excised rodent lung tissue was all done using a 

combination of proflavine as a nuclear stain and rose bengal as a proteinaceous connective tissue 

stain. To minimize risk and limit patient exposure in future validation studies, fluorescent dyes 

will be delivered topically to the lung tissue. Fig. 3 shows the series of events that will be 

employed for in vivo dye delivery and imaging. First the introducer needle with stylet in place is 

inserted into the patient under CT guidance, which is a normal part of the core biopsy procedure. 

Then the stylet is removed, and the fiber bundle probe is inserted. The fiber bundle probe and 

dye delivery apparatus will be assembled and sterilized prior to use in the clinical core biopsy 

procedure. When the fiber bundle probe is in place with its distal end in contact with the tissue at 

the tip of the introducer needle, a small volume of fluorescent dye (on the order of 25 𝜇𝑙) will be 

delivered to the tissue. In real-time the operating physician can evaluate the images on a monitor 

and make an assessment of whether the tissue being imaged is appropriate for biopsy (i.e., that 

the needle is in the nodule and at a location where it is giving relevant diagnostic information). 
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At that point, the fiber probe would be removed, and the standard core-biopsy needle inserted to 

collect one or more core tissue samples.  

 

Fig. 2-11. lung biopsy procedure with MSCE. 

Steps 1 and 2 have been demonstrated while imaging the normal lung of a euthanized rat. The 

images obtained from these animal experiments are presented in the results section and in 

supplementary material. Step 3 is a standard part of the core biopsy procedure in humans but was 

not tested in the rodent model due to the small size of the organ. 

The maximum time-averaged irradiance of 3.5 mW/mm2 can be delivered to the tissue during 

the fiber probe endomicroscopy imaging process. Most times, a time-averaged irradiance of 1 

mW/mm2 is sufficient for the lung imaging application. 

Fig. 2-12 shows the actual instruments used in this project to perform the fluorescence 

endomicroscopic imaging and core biopsy procedure. 
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Fig. 2-12. Real instruments used in this project for implementing the dye delivery, endomicroscopy imaging, and core biopsy 

tissue collection procedure. 

2.8 Summary 

This chapter describes the principle of the system, the design of the optical system, and its 

control software. 

In order to better help physicians identify tissue structures and select appropriate samples, we 

inserted dispersive elements into the original monochromatic confocal system design and 

transformed it into a multispectral confocal endomicroscope, MSCE. 

The MSCE system is a multispectral confocal system based on a fiber bundle probe, so its 

optical components requires high axial chromatic aberration correction , and since the fiber 

bundle probe is the main factor limiting the resolution, the components in the system need to be 

selected according to the sampling frequency of the fiber bundle probe. After comparing three 

different designs, we decided to adopt the last one, which uses off-shelf lenses whose imaging 

quality is acceptable and easy to purchase. After weighing the signal-to-noise ratio and frame 
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rate, the system finally used has a 6 fps mode to capture real-time images with high signal-to-

noise ratio. 

In order to synchronize the various components of the MSCE system and also to process the 

images in real time, the system is completely controlled by LabVIEW on a PC. In the image 

processing and display part, this system not only has the usual CIE mapping function, but also 

for use of a spectral unmixing algorithm to better distinguish the fluorescence signals of the two 

dyes. The next sections elaborate on the composition of the LabVIEW software and how to use it 

to control the MSCE system. 
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3 MSCE LabVIEW Manual 

3.1 Program Overview 

In the previous chapter, the hardware parameters and system performance parameters were 

given, including spatial resolution and frame rate. In this chapter, the LabVIEW based MSCE 

control program is described in detail, including the interface, usage, and the logic behind each 

module. When designing the program, the biggest problem is how to synchronize the readout 

frequency of the sensor and the scanning frequency of the scanning mirror, and how to design 

and optimize the algorithm to make the image processing speed meet the requirements of real-

time imaging. At the end of this chapter, some of the program’s remaining problems and future 

improvements are presented. 

3.2 Program Front Panel 

3.2.1. Display Windows  

 

Fig. 3-1. Color image and overall spectral distribution in that image. The color channels from 0 thru 19 cover the wavelength 

range from 500-750nm. 
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Fig. 3-1 shows the RGB color image window and the overall spectrum of the object. These are 

the primary windows that we use to guide the biopsy and see the color difference between 

structures. 

 

Fig. 3-2 Image for certain channel. 

Fig. 3-2 shows the window for the image of one channel and the window for grayscale image, 

which is the sum of all 20 spectral channels.  By scrolling the yellow slider or entering the 

number in the window, we can select whichever channel we want to see. Most of the time, the 

signal level for each channel is much lower than either color image or grayscale image. 

However, by changing the blue slider in Fig. 3-2, we can change the display scale factor to 

enhance the image. The right window shows the grayscale image of the object. 
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3.2.2. Sensor and display parameter controls  

 

Fig. 3-3 LabVIEW sensor and display control panels. 

Fig. 3-3 shows the sensor and display control panels. A “Stop” button at the top ends the 

program and turns off the laser. Inside the first red box is a tool that helps users select the region 

of interest to be displayed. This is primarily a tool that helps find where the data are located on 

the sensor after a system realignment. When it is not known which row the signal is in, by 

clicking the search button in the red box, this tool displays the row of the current maximum 

signal intensity and the recommended value of OffsetY. 

The second red box indicates the height, width, number of channels, and offset along x and y 

of the final image. The width and OffsetX determine the horizontal position of the subframe on 

the sensor. The width and OffsetX have to be an integer multiple of 32. The number of channels 

and OffsetY determines the vertical position of the subframe on the sensor. The height 

determines the number of subframes required for the final image. 
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The controller in the third red box can be used to adjust some sensor parameters and display 

parameters. The exposure time refers to the exposure time of each subframe grabbed by the 

sensor rather than the exposure time of the entire image. At an exposure time of 340 ms, 430 

subframes can be collected in approximately 167μs resulting in a real-time frame rate of 6 

frames of multispectral images per second . This exposure time affects the signal-to-noise ratio 

and signal intensity of the image. However, it is also one of the critical parameters for 

synchronizing the sensor and the scanning mirror. Every time we adjust the exposure time, we 

need to find the appropriate timing of the scanning mirror to make the picture stable. "Gain" 

refers to the gain parameter when the sensor acquires the signal, which primarily affects the 

signal intensity. Unlike the gain, the scale factor is used to adjust the display intensity of the 

signal that has already been digitized. It is used mostly for low-level signals to map them into a 

more visible signal. The Align button is used to reset the synchronization. Sometimes, the sensor 

and scanning mirror can be synchronized but have some phase difference, as shown in the left 

image of Fig. 3-4. In this case, we can click the align button to reset the synchronization. This 

button can turn off the sensor for 0.5 seconds and then turn the sensor back after the scanning 

period has ended. 
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Fig. 3-4. Align button pressed to reset synchronization. 

The “smooth” button reduces the pixelization effect of the fiber bundle probe by introducing a 

gaussian smoothing operation to the original image. It should be noted that this smoothing 

method will not improve the inherent sampling frequency of the fiber bundle, but it does reduce 

the structured noise of the fiber bundle pattern.  The pixelization effect is discussed in chapter 5.  

 

Fig. 3-5. Introduction of a Gaussian filter to remove pixelization. 

Inside the fourth red box is the function to store files. By filling in the file path and file name, 

users can tap “Snap” to record a single static image or click “Video” to record a continuous 

dynamic series. It is worth noting that recording a static image or a continuous series when the 

Click “Align” to 
Reset 
synchronization
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CPU is busy may make the system lose synchronization. Users can resynchronize the system by 

clicking “Align”. 

3.2.3. Function Generator Control 

 

Fig. 3-6. Function generator control. 

Fig. 3-6 shows the parameters that controls the scan signal shape, including the offset, period, 

and amplitude of thefunction generator waveform. There are two scanning mirrors in the current 

MSCE setup. The second scanning mirror is set at a fixed angle as a folding mirror. The first 

scanning mirror is connected to the signal source of the function generator. The red boxes 

highlight some key parameters. The folding mirror after the second tube lens is controlled by 

SOURCE 1; the scanning mirror before the objective is controlled by SOURCE 2. 
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The first red box shows the statements that describe the shapes of the signals. Because the 

second mirror performs as a folding mirror, SOURCE 1 outputs a DC signal. SOURCE 2 is 

connected to the scanning mirror, and its scanning mode is to scan the line illumination 

uniformly over the whole FOV and then reset it quickly, so it uses a RAMP function of 99:1. The 

"SYMMETRY: 1" value in the red box describes this ratio. 

In the second red box, "SOURCE 2: FREQUENCY: 6" describes the period of the scanner, 

i.e., the ramp function is repeated 6 times per second, which determines the displayed frame rate. 

"SOURCE1: VOLT: OFFSET" describes the angle of the folding mirror, which determines 

where the signal is projected on the sensor. "SOURCE2:VOLT" describes the scanning range of 

the mirror, which determines the FOV range. "SOURCE2:VOLT:OFFSET" describes the 

starting angle of the scanning mirror, which determines the starting position of the FOV. 

3.2.4. Color Display Control 

 

Fig. 3-7. Color display control panel. 

Fig. 3-7 shows the color display control interface of the program. The red box on the right are the 

read paths for the matrices needed for color image processing. At system startup, the last files are 

automatically read, after which the system will not update the internal cache of these matrices 

unless the user clicks the Reload RGB weights button. "Dye1 file" and "Dye2 file" correspond to 

the individual spectrum of the two dyes in the spectral unmixing algorithm, respectively. By 
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clicking "Display mode", users can switch between "default mode" and "spectral unmixing 

mode". The default mode uses a file that describes the 3 RGB weights for each spectral channel. 

The user can define any mapping of spectral channel signal values to RGB values that is desired. 

These mapping values are stored in an Excel (.csv) file format. 

In the red box on the left are the control options in the spectral unmixing mode. “Color dye1” 

and “Color dye2” indicate which color the user wants to use to display dye 1 and dye 2, while the 

scale bars indicate the intensity scale factor of each dye. 

3.3 Program Logic Flow 

3.3.1. Default Live Mode 

 

Fig. 3-8. Logic flow for default live mode. 

Fig. 3-8 shows the logic of the program in default mode. When the user opens the program and 

does not perform any operation, it enters the default mode. In the first step, the program 

initializes all device parameters, ports, and switches. Then the program reads all parameters of 

the current interface, which include: 

1. The intensity of the three laser sources. 

2. The parameters of the sensor: exposure time, gain, ROI of the sensor (i.e., width, 

channel number, offset X, offset Y). 
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3. Parameters of the function generator: parameters written into the Agilent setting text, 

the meaning of the critical parameters in the text has been described above. 

4. Image processing switches and parameters: display image height, display scale factor, 

smooth button, display mode (default RGB mode or spectral unmixing mode), 

mapping function in RGB mode, and the scale factors for the spectral unmixing 

algorithm. 

After reading all the parameters, the program will put the sensor into capture mode, and at the 

same time, the sensor will trigger the function generator to make it send preset signals to the two 

mirrors. After that, the sensor will collect 430 subframes in a loop and then process the 

subframes' images, which is described in the next section. The processed image and its spectral 

distribution will be displayed in the corresponding window. Finally, the program checks whether 

the above parameters have been changed and whether the stop button has been pressed and 

proceeds to the next cycle of data collection and image display. 

3.3.2. Spectrum Mode 

When this switch  is turned to the right, the system enters spectrum mode, in which 

the program will display the raw subframe data instead of the processed image. The logic flow of 

this mode is shown in the Fig. 3-9. 

 

Fig. 3-9. Logic flow for spectrum mode. 
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Instead of collecting the subframe and performing image processing, this mode simply 

displays the subframe directly. This mode can help users view the real-time spectrum 

distribution, and check whether the signal is present within the desired ROI. 

3.4 Synchronization of Sensor and Scanning Mirror 

As mentioned above, synchronizing the scanning mirror and sensor was a tricky issue we faced 

in this project. Unlike monochrome systems, which have a second scanning mirror, the MSCE 

mode of operation does not have an active second scanning mirror. The second scanning process 

is accomplished by image processing the collected subframes in the LabVIEW program. So we 

need to make sure that the sensor collects exactly 430 subframes every time the first scanning 

mirror sweeps the field of view, which is not as simple as it might seem. 

In our system, it is the sensor that triggers the function generator. Every time the sensor reads 

an image, it emits a trigger signal to the function generator. The function generator that receives 

the trigger signal emits a signal with a preset waveform to the scanning mirror. Then the 

scanning mirror moves according to the sweep waveform.  The sensor's trigger signal does not 

trigger the function generator again until completion of the scan waveform. According to this, we 

proposed three different methods to accomplish synchronization. 

3.4.1. Ramped Function with Paused Sensor 

The first method is the most straightforward. It consists of the following steps: 1) collect the 430 

subframes, 2) pause the sensor activity after 430 subframes are acquired, 2) wait for the function 

generator to finish the waveform, 3) add an idle time to allow the image display to complete its 

operation, and then 4) proceed to the next acquisition by turning sensor trigger signals back on. 

We call the full waiting time (from B to A’ in Fig. 3-10) the “dead time”. In this method, the 
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function generator uses a ramp waveform, and the ramp ratio can be freely adjusted. 

Accordingly, the idle time also needs to be adjusted to complete the display operation. 

 

Fig. 3-10. Diagram showing the signal from the function generator and sensor trigger. 

Fig. 3-10 describes the process of the sensor trigger signal and the function generator signal 

when we use this method. At moment A, the sensor starts to read the first subframe and sends a 

trigger signal to the function generator. The function generator, which receives the trigger signal, 

emits a preset ramp signal to drive the scanning mirror. At moment B, the sensor has finished 

reading 430 subframes and pauses its activity. However, the ramp function is still in the process 

of rising, which means that the scanning mirror still keeps moving in the original direction, but 
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the sensor is no longer reading subframe data. At moment C, the ramp function starts to fall, 

which means the scanning mirror starts to move back to the initial position. At moment D, the 

function generator enters standby mode while the sensor is still in dead time, and there will be no 

activity in the whole system other than implementing the multispectral image display until the 

next reading cycle starts (moment A'). 

We call the time from moment B to moment C the mismatch time and the time from moment 

D to moment A' the idle time. The total time from B to A’ is called the dead time. The readout 

interval of the sensor is determined by its exposure time, while the waveform of the ramp 

function is controlled by the settings of the function generator. We want both the mismatch time 

and idle time to be as short as possible, so that the multispectral image frame rate of the system is 

maximized. 

It is worth pointing out that the operating environment of a PC is complicated, and LabVIEW 

is a CPU-based software language for all computing operations, which leads to uncertainty of the 

computation time in LabVIEW. Therefore, all the time intervals above are subject to errors and 

fluctuations, and we often encounter them in our experiments. A certain network fluctuation or 

windows update may cause the system to lose synchronization. In order to keep the system 

synchronized, we need to ensure that the function generator is in a standby state before the first 

subframe of each cycle is ready to be collected by the sensor. By introducing sufficient dead time 

(moment B to moment A’), this method reserves enough time for the system to ensure that the 

function generator is in a standby state before the next cycle of data acquisition occurs. The most 

significant advantage of this method is its robustness. Due to the sufficient time reserved, the 

system can finish the synchronization easily even with errors and fluctuations. In addition, even 
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if a significant fluctuation causes a loss of synchronization, the system can be self-adjusting if a 

long enough dead time is reserved. 

 

Fig. 3-11. Scanning process at distal tip of fiber bundle probe. 

Fig. 3-11 illustrates the scanning of the system when this approach is used. At moment A to 

moment C, the scanning mirror sweeps the illumination line across the FOV while the sensor is 

acquiring subframe images. By changing the preset waveform of the function generator and the 

sensor's exposure time, we can make the interval between B and C as short as possible. At the 

time from C to D, the scanning mirror quickly returns to its original position. 

However, this method has a significant drawback. Due to the introduction of the dead time, 

although the system is very stable, the overall frame rate is reduced. Theoretically, we can adjust 

the dead time so that the D and A' moments are very close to each other to reduce the impact of 

the dead time. However, we find that after suspending the sensor activity, the system needs a 

fixed period for the sensor to re-activate. This period affects the minimum value for the dead 
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time. Therefore, a dead time will be unavoidable. Furthermore, the robustness mentioned above 

can be improved by external means such as removing the software running on the PC as much as 

possible and blocking windows updates. Nevertheless, the frame rate is what we want to 

maximize, so we considered the following method. 

3.4.2. Triangle Signal with Paused Sensor 

The second method improves upon the first method by changing the waveform emitted by the 

function generator from a ramp function to a triangle function. Meanwhile, we pause the sensor's 

activity after it acquires two sets of subframes, which makes each dead time correspond to two 

full frames instead of one in the first method. Although the dead time still exists, this approach 

reduces its impact by having one dead time for two frames. 

It is worth pointing out that the rise and fall of the triangle function represent the sweeping 

back and forth of the scanner during each cycle. Therefore, the images captured during rise and 

fall are reversed, and we need to reverse them in the program. 
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Fig. 3-12. Diagram showing the signals for the function generator and sensor triggers. 

Fig. 3-12 depicts the sensor trigger signal and the function generator output signal when using 

this method. At moment A, the sensor reads the subframe for the first time and sends a trigger 

signal to the function generator. At this point, the function generator receives the trigger signal 

and sends out a preset triangular signal to drive the scanning mirror. At moment B, the sensor 

has completed reading the first 430 subframes. Then the sensor starts the second set of 430 

subframe readings, the triangle function begins to descend, and the scanning mirror moves 

backward to the initial angle. At moment C, the function generator finishes the triangle 

waveform and enters standby mode, while the sensor also finishes the second read and enters 
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pause mode. Until the next read starts (moment A'), there will be no activity in the whole system 

except for the display operations. 

 

Fig. 3-13. Scanning process of the fiber bundle probe. 

Fig. 3-13 illustrates the scanning process of the system when this approach is used. The 

scanning mirror slowly sweeps up from moment A to moment B while the sensor is acquiring 

subframe data. The illumination beam sweeps through the fiber bundle distal tip during this time. 

During the time from the B to C, the illumination beam returns to the original position at the 

same speed, and the sensor is in the second set of subframe acquisitions. 

The advantage of this method is that the effect of the dead time on the frame rate is reduced 

compared to the first method. This method has a higher frame rate than the first method. 

However, it is more demanding to write the program because the scanner has two opposite scan 

paths in the waveform period, so the images obtained twice have opposite scan polarity. We need 

to correct the reversed images during the image processing. However, this still does not 
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completely solve the frame rate degradation problem caused by dead time, so we proposed and 

developed a third method. 

3.4.3. Ramped Function with Free-Run Sensor 

In the third method, we allow the sensor to operate in free-run mode instead of pausing it. Fig. 

3-14 shows the relationship between the sensor trigger signal and the signal sent by the function 

generator when we use this method. When the sensor is ready to collect the first subframe, it 

sends a trigger signal to the function generator, the same as in the first method. This trigger 

signal will cause the function generator to start sending a preset waveform to the scanner. Unlike 

the first method, when moment B is reached, the scanner starts to return to the initial angle, but 

the sensor has not yet completed the acquisition of the 430th subframe. At moment C, the 

function generator completes sending the waveform just after the sensor collects the 430th 

subframe but has not yet started to collect the 1st subframe of the next round.  At this moment, 

scanner has returned to the starting position. Then at moment A’, the sensor starts the next round 

of subframes acquisition and sends the trigger signal to the function generator. Thus, the system 

enters the next period. 
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Fig. 3-14. Diagram showing the signals for the function generator and sensor triggers. 

We use a ramp function with a ratio of 99:1 (AB: BC), so the last few frames of the subframe 

will inevitably acquire some images of the BC period. We could circumvent this problem by 

increasing the ratio of the ramp function to 430:1 or higher, but this will create a very rapid 

return of the scan mirror, which could damage the scan mirror. As can be seen in the images in 

the result chapter, the 99:1 ratio has minimal impact on the image quality of the imaging system. 
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Fig. 3-15. Scanning process of the line illumination at the fiber bundle probe. 

Fig. 3-15 illustrates the scanning process of the illumination beam when this method is used. 

When it is at moment A to moment B, the scanner is sweeping to the top, while the sensor is 

acquiring subframe image data. From A to B, the system sweeps through the fiber bundle distal 

tip, and from B to C, the illumination beam returns to its original position very quickly, while the 

sensor is about to finish acquiring the first set of subframes. By changing the preset waveform of 

the function generator and the exposure time of the sensor, we can make the sensor complete the 

first set of acquisitions at time C. 

As mentioned above, the potential drawback of this method is that the last few frames of the 

subframe will capture unwanted information, but we can prevent display of this unwanted 

information as part of the image processing algorithm. We can also see that this method is more 

vulnerable to system fluctuations than the previous two methods, and it does not automatically 

restore synchronization when it is lost. The advantage of this system is also obvious: it has the 
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highest frame rate of all methods. Since the sensor is in free-run mode, it acquires images 

without interruption. 

In practice, we found that this method can maintain a relatively stable synchronization in most 

cases. Even if we lose synchronization, we can switch this mode to the first mode to let the 

system automatically resume synchronization, which we call "Align". After resuming 

synchronization, we can switch back to the third mode to improve the frame rate. At the 

beginning of this chapter, we mentioned the "Align" button is used to accomplish this step. 

In the end we decided to use the third method for general data acquisition and the first method 

to restore synchronization if synchronization is lost. 

3.5 Image Processing Algorithms 

This section describes in detail the image processing methods employed in the system, including 

how to process the collected subframe groups to obtain grayscale maps, how to use the 20 

different wavelength channels in RGB images, and how to obtain the spectrum. 

3.5.1. From Subframes to Grayscale 

The first and most straightforward step is how do we revert the 430 subframes to a grayscale 

map with full FOV. We need to find a fast image processing method because a slow image 

processing method will reduce the frame rate and may cause fluctuations that can cause the 

system to lose synchronization. 
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Fig. 3-16. Process to get a grayscale image. 

Fig. 3-16 shows the process to get a grayscale image. When the sensor captures a subframe, it 

stores the subframe in the LabVIEW cache as a two-dimensional (20X480) matrix. At the same 

time, we add values of the subframe along the first (spectral) dimension to get a 1X480 vector. 

Then we output this vector in auto-indexing tunnel mode. Auto-indexing means that when using 

a for-loop, LabVIEW can combine the elements or vectors of each loop and output them. So, 

after 430 loops, we can get a matrix of 480X430 size and transpose it to get a 430X480 matrix. 

This matrix is the grayscale map. 

We use auto-indexing tunnel mode to output and cache the vectors instead of inserting each 

subframe into a blank matrix. This reduces redundancy and increases the speed of operations. 

3.5.2. From Spectrum to Color Display 

The color display is one of the most essential image processing steps in the MSCE system. As 

mentioned before, there are many ways to convert spectral information into RGB information 

that can be displayed as a color image. In this step, the most critical thing is finding or setting the 

RGB weights corresponding to each spectrum channel. Let us start by looking at how the system 
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converts the information from 20 different channels into RGB information once we have the 

RGB weight matrix. 

Assume the subframe matrix is (𝑠1⃗⃗  ⃗, 𝑠2⃗⃗  ⃗, … , 𝑠20⃗⃗ ⃗⃗  ⃗ ), where each 𝑠 ⃗⃗  represents the vector composed 

of 480 elements of the corresponding channel. Our goal is to get the three vectors corresponding 

to the RGB channels, (𝑠𝑅⃗⃗⃗⃗ , 𝑠𝐺⃗⃗⃗⃗ , 𝑠𝐵⃗⃗⃗⃗  ). 

Assume that the RGB weight matrix is (
𝑟1 𝑔1 𝑏1
⋮ ⋮ ⋮

𝑟20 𝑔20 𝑏20

)，Each element of this matrix 

represents the weight of the corresponding spectral channel on the red, green, and blue color 

channels. These matrices are related as follows: 

(𝑠𝑅⃗⃗⃗⃗ , 𝑠𝐺⃗⃗⃗⃗ , 𝑠𝐵⃗⃗⃗⃗  ) = (𝑠1⃗⃗  ⃗, 𝑠2⃗⃗  ⃗, … , 𝑠20⃗⃗ ⃗⃗  ⃗ ) × (
𝑟1 𝑔1 𝑏1
⋮ ⋮ ⋮

𝑟20 𝑔20 𝑏20

) (3.5.1) 

 

Fig. 3-17. Process to convert spectral information to RGB information by using an RGB weight matrix. 
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Fig. 3-17 illustrates how the system uses the spectral information and the RGB weight matrix 

to display an RGB image. First, we need to convert spectral information to RGB information. 

We multiply the subframe matrix with the RGB weight matrix to get (𝑠𝑅⃗⃗⃗⃗ , 𝑠𝐺⃗⃗⃗⃗ , 𝑠𝐵⃗⃗⃗⃗  ). After that, we 

output 𝑠𝑅⃗⃗⃗⃗ , 𝑠𝐺⃗⃗⃗⃗  and 𝑠𝐵⃗⃗⃗⃗  separately by auto-indexing for each loop. After 430 loop cycles, we can get 

the grayscale images of red, green and blue, and then send that data to the LabVIEW RGB 

display function to get the color image. 

3.5.3. RGB Weight Matrix for RGB Filter-style System 

So how do we get the RGB weight matrix? It depends on the application. If we want to mimic 

the performance of an RGB filter-style display, which is used in the benchtop Nikon C1 confocal 

microscope, then we first need to know how this filter-style system distinguishes colors. 

 

Fig. 3-18. Diagram of typical RGB filter-style display. 

Fig. 3-18 shows how an RGB filter-type system differentiates colors. This system consists of 

two long-pass filters and three grayscale sensors. When light is incident on the first filter, light 

with wavelengths below the filter threshold is reflected and then detected by the grayscale sensor 

in the blue channel. Similarly, light with wavelengths below the second filter threshold is 
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reflected and then detected by the grayscale sensor in the green channel. After that, the rest of the 

light is detected by the grayscale sensor in the red channel. Afterward, the grayscale image 

received by the three sensors can be displayed as an RGB image. 

The characteristic of this system is that it does not distinguish between the light received by 

the same sensor, even if they have different wavelengths. For example, if the first filter is a 

550nm long pass filter, then this system will not be able to distinguish between two dyes with a 

spectrum less than 550nm but with different peaks. However, the advantage is that if the filter 

completely separates the spectrum of the two dyes, this system displays a very high color 

contrast. 

This system has a very straightforward RGB weight matrix, where for wavelengths less than 

the first filter threshold, they have a blue weight of 1, and the rests are zero. For wavelengths 

below the second filter threshold, they have a green channel weight of 1, and the blue and red 

channels are zero.  For the remaining wavelengths passing the second filter, they have a red 

weight of 1, and the rests are zero. For example, if our first filter is between channels 6 and 7, 

and our second filter is between 13 and 14, then the RGB matrix for these 20 channels is: 

𝑅𝐺𝐵 𝑚𝑎𝑡𝑟𝑖𝑥 =  {
𝑟𝑛 = 0; 𝑔𝑛 = 0; 𝑏𝑛 = 1; 𝑛 ≤ 6
𝑟𝑛 = 0; 𝑔𝑛 = 1; 𝑏𝑛 = 0; 𝑛 ≤ 13

𝑟𝑛 = 1; 𝑔𝑛 = 0; 𝑏𝑛 = 0; 20 ≥ 𝑛 ≥ 14
(3.5.2) 

3.5.4. RGB Weight Matrix for CIE Mapping Function 

Another way of converting wavelengths to RGB is the CIE mapping method. In chromaticity, 

CIE 1931 XYZ and RGB color space are the color spaces to be defined mathematically, and it 

was created by the International Commission on Illumination in 1931. 
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In RGB mapping, every wavelength has its corresponding chromaticity coordinates, 

�̅�(𝜆), �̅�(𝜆)and �̅�(𝜆). These three functions were measured in 1920 by W. David Wright and John 

Guild, and their relationship with wavelength is shown in the Fig. 3-19.  

 

Fig. 3-19. The CIE 1931 RGB color matching functions45. 

For light consisting of multi wavelengths, its tristimulus values RGB can be expressed by the 

following equation: 

𝑅 = ∫ 𝐿(𝜆)
+∞

0

�̅�(𝜆)𝑑𝜆 = ∑𝐿(𝜆𝑖)�̅�(𝜆𝑖)Δ𝜆
𝑁

𝑖=1

, 

𝐺 = ∫ 𝐿(𝜆)
+∞

0

�̅�(𝜆)𝑑𝜆 = ∑𝐿(𝜆𝑖)�̅�(𝜆𝑖)Δ𝜆
𝑁

𝑖=1

, (3.5.3) 

𝐵 = ∫ 𝐿(𝜆)
+∞

0

�̅�(𝜆)𝑑𝜆 = ∑𝐿(𝜆𝑖)�̅�(𝜆𝑖)Δ𝜆
𝑁

𝑖=1

. 

where 𝐿(𝜆) is the given spectral input. In the MSCE, 𝐿(𝜆) can be represented as the pixel 

intensity value. For a given subframe matrix, assume Δ𝜆 = 12.5 𝑛𝑚, its tristimulus values can be 

calculated: 
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𝑠𝑅⃗⃗⃗⃗ = ∑𝑠𝑖⃗⃗ �̅�(𝜆𝑖)Δ𝜆
20

𝑖=1

, 

𝑠𝐺⃗⃗⃗⃗ = ∑𝑠𝑖⃗⃗ �̅�(𝜆𝑖)Δ𝜆
20

𝑖=1

, (3.5.4) 

𝑠𝐵⃗⃗⃗⃗ = ∑𝑠𝑖⃗⃗ �̅�(𝜆𝑖)Δ𝜆
20

𝑖=1

. 

Compared to equation 3.5.1 we find that (�̅�(𝜆1),… , �̅�(𝜆20)) = (𝑟1, … , 𝑟20),which means the 

chromaticity coordinates can be directly considered as the RGB weight matrix. 

We can also use the CIE XYZ mapping function. It was realized that the RGB mapping 

method had negative values in the chromaticity coordinates, so another color mapping method 

was proposed, namely the XYZ method. This method does not have negative chromaticity 

coordinates (see Fig. 3-20). 

 

Fig. 3-20. The CIE XYZ color mapping functions45. 

The XYZ value can also be converted to an RGB value by multiplying it with a constant 

conversion matrix 𝑇𝑋𝑌𝑍→𝑅𝐺𝐵. Similarly, the chromaticity coordinates of XYZ can be downloaded 
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from the CIE website, only we need to change the default display equation in LabVIEW to XYZ 

display equation when displaying. 

I chose to use the RGB mapping function in most cases. It is important to note that although 

the MSCE system collects the spectrum from 500 nm to 750 nm, this does not mean that we 

must assign 20 channels to 500 nm to 750 nm. We can adjust the displayed spectrum to allow us 

to view objects with better color contrast. The advantage of the CIE color mapping method is 

that it displays the spectrum in a way that more closely matches the human eye's perception, 

especially for broad-spectrum light sources.  

3.5.5. From Spectrum to Spectral Unmixing Color Display 

The principle of the spectral unmixing algorithm is described in Chapter 2. The LabVIEW 

program is not very good at large matrix calculations, so I put the pseudoinverse calculation of 

sensitivity at the beginning of the program instead of recalculating it in each loop. In this 

program, the calculation of the spectral unmixing algorithm occurs after each subframe 

acquisition instead of after 430 subframes to avoid the risk of losing synchronization. The flow 

of the program is shown in the Fig. 3-21.  
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Fig. 3-21. Process to convert spectrum information to RGB information by using the spectral unmixing algorithm. 

When the system starts up, the program reads the individual spectrum of each dye from the 

file filled in by the user and generates the sensitivity matrix. The individual spectrum of the dye 

will not be updated unless the user clicks the Reload RGB weights button. When the user selects 

spectral unmixing mode, the program will use the spectral unmixing algorithm on the subframe 

after each sensor acquisition. Finally, the program will map the signal of each dye to the two pre-

selected colors and display them. 

Currently the program supports only two colors of spectral unmixing algorithm. 

3.5.6. How to Obtain the Spectrum 

In the default mode, after each subframe acquisition by the sensor, the program sums the 

subframe matrix in 430 directions to obtain the spectral distribution of the subframe. After 430 

repetitions, the program adds up the spectral distribution obtained each time to obtain the 

spectral distribution of the entire FOV. The spectral distribution of the entire FOV is obtained 

and displayed in the second window. The process is illustrated in the Fig. 3-22. 
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Fig. 3-22. Process to collection of spectral distribution. 

We can store the current data by right-clicking on the window of the spectral distribution. By 

observing an object stained by one dye, we can save its spectral distribution for the spectral 

unmixing algorithm. 

3.6 Remaining Problems and Future Improvements 

There are still some potential problems with this program. For example, when a user changes the 

storage path of a picture or video and starts recording for the first time after starting the program, 

there is a certain chance that the system will lose synchronization. When the system loses sync, 

the program does not automatically resume sync unless the user notices and clicks the Align 

button. In a future update, we may be able to have the Align feature automatically occur when 

the system loses sync. 

The spectral distribution and grayscale windows are deactivated during the recording process to 

ensure system stability. Only the color window remains active, which makes the system more 

stable because recording a video can put a lot of computational pressure on the program. It is 
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hoped that the program will be able to record without suspending the activity of the other 

windows and maintain the same high robustness in the future. 

Also, the system only stores color images when storing images, not raw data of 20 channels. This 

is also due to the risk of LabVIEW losing synchronization when storing too large a matrix. 

Hopefully, this will be solved in the future. 

The Spectral unmixing algorithm does not currently consider the effect of noise on the results. 

We have not yet found any dye that has a nonlinear spectral distribution, but it is hoped that in 

the future, the algorithm will be able to cope with the nonlinearity and take the effect of noise 

into account. In addition, the system currently supports unmixing operations for only two dyes to 

keep the frame rate high. It is hoped that the system can be modified to support use of more dyes 

in the future. 

Ultimately, a lot of these problems are due to the lack of speed of the LabVIEW software. I hope 

this system can be written in C or other more efficient language in the future to increase the 

computing speed and circumvent the above problems. 
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4 Axial Resolution Test for Fiber-Bundle Based 

Fluorescence Endomicroscopy 

4.1 Introduction 

To better understand the actual performance of the endoscope, we need to measure its lateral 

resolution and axial resolution accurately. The lateral resolution of the MSCE system has been 

discussed in chapter 2. In this chapter, the methods for measuring axial resolution of the MSCE 

system will be discussed. 

For the benchtop fluorescence microscopes, fluorescent microspheres or fluorescent USAF bar 

targets can be used for direct measurement. However, different from the general microscope, 

some endoscopes based on optical fiber probes often need to contact the sample surface. If the 

microspheres or bar targets are used to measure, the probe will destroy their structure and lead to 

errors in measurement results. Moreover, many fluorescent USAF bar targets have a minimum 

working distance, which makes us unable to measure their resolution directly by contacting the 

bar targets. 

In the past, some researchers have used plane mirrors to measure the axial resolution of fiber 

probe-based endomicroscopy. However, this measurement method has potential problems when 

it is used in fluorescence imaging. The first is that the excitation source and fluorescence signal 

of fluorescence imaging have completely different wavelengths, and the wavelength of the 

excitation source is often much shorter than that of the fluorescence signal, so the results might 

be inaccurate. The second problem is that the reflection signal from the mirror is not same as the 

signal scattered from the real object. This will lead to different axial resolutions. So, we need an 
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appropriate measurement method for fluorescence imaging to measure the axial resolution of 

MSCE accurately. 

4.2 Theoretical Evaluation of Axial Resolution 

We simulated the axial resolution as well as the lateral resolution of the MSCE system without a 

fiber bundle, which is modeled from reference52. In the Fig 4-1 we can see the profile of the 

point spread function and the theoretical axial resolution and lateral resolution of the system. 

 

Fig 4-1 Point spread function plots for a line-scanning confocal microscope 

In the case of the MSCE system without a fiber bundle, the lateral resolution is 1 to 2 um. The 

theoretical axial resolution (FWHM) is 14 um.  

4.3 Axial Resolution Test with Thick Fluorescent Plate 

The slanted edge test is widely used in determine lateral resolution in 2D imaging systems. Its 

main principle is to first measure the image of a slanted edge of a dark to bright transition, then 
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determine the LSF (line spread function) of the system as the derivative (or model fit) of the 

slanted edge across the boundary.  Finally, if the system is circularly symmetric, the LSF is 

independent of the angle and is equal to the circularly symmetric PSF (point spread function). By 

Fourier transformation of the PSF, we can finally obtain the MTF (modulation transfer function) 

of the system. In this chapter, we use a similar method to measure the axial response of an edge 

boundary.  

The method we have developed is to use a relatively thick fluorescent plate. When we move 

the plate along the axial (depth) direction, we uniformly collect the overall signal intensity at 

each depth position to produce the axial edge response, after which a derivative (or model fit) 

produces a one dimension plane response function. The 1D Fourier transform of the plane 

response function is the MTF for estimation of the axial resolution. 

 

Fig. 4-2. Moving the thick fluorescent slide along axis. 
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Fig. 4-2 indicates the concept of the axial planer edge test. Suppose we move the fluorescent 

plate axially at a uniform speed and collect a series of images at equal depth intervals.  We can 

assume the fluorescent plate moves a fixed distance 𝛿𝑧 backwards each acquisition. Thus, the 

thick fluorescent plate goes from position 𝐴 when the fiber is in contact with the fluorescent plate 

to position 𝐴 + 𝛿𝑧 for the next measurement. By subtracting the resulting signal, we can get a 

new signal intensity, 𝛿𝐼. By analogy, when this thick fluorescent plate keeps moving backward, 

and we subtract the signal intensity from each adjacent position, we can get a change in the 

signal equivalent to what would be obtained with a thin fluorescent plate moving through the 

volume. The process of moving thin fluorescent plates is the same as the process of measuring 

axial resolution with a single layer of fluorescent microspheres. However, the minimum 

thickness of a single layer of microspheres is limited, but by shortening the distance of each 

movement 𝛿𝑧, we can shrink the thickness of this thin fluorescent plate to a very small size, 

making the result more accurate. When 𝛿𝑧 is very small, the signal curve collected by the 

moving thick fluorescent plate is guided, and the result is the axial PSF of the fiber optic probe. 

4.4 Axial Resolution Calculation 

The overall signal intensity collected by the microscope when the parallel plate is in position z is 

I.  In moving the parallel flat plate within a certain range, we can obtain the relation I(z) with 

respect to the position. According to the method mentioned before, the derivation of I(z) is the 

point spread function along axial direction, which is: 

𝑃𝑆𝐹 =
𝛿𝐼(𝑧)
𝛿𝑧

 

If the system is perfect and without consideration of diffraction, I(z) is a step function and the 

PSF is equal to the delta function. 
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4.5 Experiment Setup and Test on a Benchtop Confocal Microscope 

Fig. 4-3 shows the set up for the test using to a benchtop Nikon confocal microscope. We used 

both axial edge test and single microsphere test to make sure they produce similar results. 

 

Fig. 4-3. System setup for axial edge test. 

A thick (1.27 mm) green fluorescent plastic slide from Chroma was used as the fluorescent edge 

object. A single 0.5 𝜇𝑚 diameter green fluorescent microsphere was used for the point spread 

function measurement. In the single microsphere test, the slide has a movement range of 37 to 87 

𝜇𝑚. In the edge test, the plate has a range of movement from 0 to 180 𝜇𝑚.  
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Fig. 4-4. Diagram of Nikon benchtop confocal microscope’s edge response function and its axial point spread function. left: edge 

response function; right: PSF from axial edge test and microsphere test. 

Fig. 4-4 shows the measured edge response. By differentiating the fit curve (fit type ‘gauss8’), 

we can get the PSF. In the Fig. on the right, we can see that the PSF obtained by the point test 

and the PSF obtained in the axial edge test almost coincide, with the PSF of the slide test having 

an FWHM of 20 microns while the FWHM of the PSF of the edge test is 21 microns. This means 

that the axial resolution of this microscope is about 20 microns. The results of the two tests are 

similar. 

4.6 Axial Edge Test in the MSCE System 

A similar axial edge test is applied in the MSCE system to determine its axial resolution. 
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Fig. 4-5. Setup for the axial resolution measurement in the MSCE system. 

Fig. 4-5 indicates the setup for axial edge test utilized in the MSCE. The fluorescent slide is the 

same one used on the Nikon confocal microscope. In this experiment, the piezo control program 

is also written into the LabVIEW program. When the user starts the video capture, the probe 

touches the fluorescent plate slightly at the beginning and then is slowly moved away from the 

fluorescent plate to cover a distance of approximately 150 um by the piezoelectric translation 

stage (Newport, 8302). The MSCE system acquires grayscale images sequentially as the fiber 

bundle moves away from the fluorescent slide.  This results in more uniform image acquisition 

and more accurate measurement accuracy than manual motion control.  
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Fig. 4-6. The grayscale images collected by MSCE during this test. Red box: regions of interest that are used to calculate the 

axial resolution. 

Fig. 4-6 shows the initial nine grayscale images collected by the MSCE during the experiment. 

In the first picture of Fig. 4-6 we can see the interference rings. This fringe pattern is likely due 

to the fiber bundle polishing, which leaves a slight curved surface on the fiber bundle. There is a 

specific curvature that leads to interference fringes between the two surfaces. This pattern can 

actually be useful in helping us adjust the angle between the fiber probe and the fluorescence 

plate. To ensure the accuracy of the experimental data, we need to keep the fluorescence plate 

parallel to the fiber bundle, so we need to ensure that the interference circle is in the center of the 

picture when the plate is in contact with the fiber bundle (i.e., the initial position). 

We can see that the first image on the top left with the interference fringes is the brightest. 

When the probe moves away from contact with the slide there is a gradual reduction in the signal 
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intensity. As expected, the response peak reaches its maximum when the probe contacts the 

slide. The interference fringes observed in the first (contact) position show a small gap of a few 

microns between the fiber and the slide surface. 

Fig. 4-7 shows the result obtained from this measurement. For the fit curve, I used a fourth 

order “polynomial4”. The axial resolution for the fiber bundle based MSCE system is 6 microns, 

but it is important to note that this only measure the half width outside the fiber. 

 

Fig. 4-7. The MSCE edge response function (left) and axial resolution (right). 

4.7 Summary 

This section presented a method for measuring the axial resolution of fiber optic probe-based 

fluorescence optical systems. The traditional single fluorescence sphere method for benchtop 

confocal microscopes has limitations when it is used for fiber-bundle based system. The single 

fluorescence microsphere method is difficult to use with an in-contact probe system and cannot 

give accurate reproducible results. So, we adopted the edge method to test the axial resolution of 

the fluorescence MSCE system. 

We first measured the axial resolution of the benchtop confocal microscope using the 

traditional single fluorescent sphere method and the thick fluorescent plate-based edge test. The 
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results show that the axial resolutions measured by the two methods are very similar. So we can 

conclude that the accuracy of the thick fluorescence plate-based edge test method is consistent 

with the conventional method of measuring the axial resolution of the benchtop confocal 

microscope. Then we used the thick fluorescence edge method to test the axial resolution (half 

width half max) of the MSCE system, and we got a result of 7 𝜇𝑚. By comparison, we can see 

that the axial resolution measured with the fiber bundle is similar to the theoretical axial 

resolution of system without fiber bundle. 
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5 Non-mechanical Beam Steering for Fiber 

Bundle Depixelization in MSCE 

5.1 Introduction 

Fiber bundles are widely used as optical relays systems in endoscopic imaging system probes 

due to their ease of replacement and flexibility.  In some endoscopic imaging systems, the distal 

end of a bare fiber bundle is placed in contact with the surface of the object and collects the light 

signal emitted from it. It should be noted that fiber bundles cannot transmit the complete phase 

and polarization information of the entering light to the other end of the fiber. Another limitation 

is the significant energy loss compared to normal optical imaging devices (i.e. lenses). In 

addition, for endoscopic systems that use a fiber bundle as a relay, the problem of pixelization 

caused by the fiber bundle structure has been a drawback. 

Pixelization refers to an image sampling problem of fiber bundles. As shown in the Fig. 5-1, 

when we look at an object with a fiber bundle relay, the image of the object seems to be covered 

with a honeycomb intensity pattern, and the spatial resolution of the whole image is reduced. Not 

only that, but smooth straight lines will be distorted. This means that pixelization not only 

reduces the resolution of the fiber bundle, but also provides the observer with false information 

by distorting and aliasing the object. 
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Fig. 5-1. Image of a USAF bar target with pixelization problem. 

Pixelization phenomenon originates from the production process of the fiber bundle. Since the 

fiber bundle does not transmit light in cladding, the overall sampling frequency of the fiber 

bundle is lower than when the fibers are closely aligned. 

 

Fig. 5-2. Geometry of a hexagonally packed array of optical fibers46. 

The left image of Fig. 5-2 shows the idealized hexagonally packed structure of the individualized 

fibers in a fiber bundle. The individual fiber cores are shown as the gray circles. Assume the 

distance between two cores is  Δ𝑥, we have the sampling frequency of this fiber bundle: 

𝑘 =
1
Δx

 (5.1.1) 

And in the horizontal direction, the maximum unaliased spatial frequency is 
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𝑘𝑚𝑎𝑥 =
1

2Δ𝑥
(5.1.2) 

Similarly, we can obtain the sampling frequency in the oblique and vertical directions to obtain 

the sampling pattern of the fiber bundle in the spatial frequency domain (see right image of Fig. 

5-2). 

5.2 Previous Work 

Some previous work on improving image quality in fiber bundle imaging systems has been done 

by Carlos’s group51. In this work, instead of moving the ends of the fiber bundle laterally, they 

rotate the distal end of the fiber bundle and introduce post-image processing algorithms to 

remove the pixelization.  

Another technique to remove pixelization has been described by Dr. Tkaczyk and his team47. 

Instead of using a mechanical method to move or rotate the fiber bundle, a dispersion technique 

is introduced to increase the sampling frequency. With known spectral distribution, or an object 

stained by one fluorescent contrast agent, this method can depixelize the image with one 

snapshot. We built a demo with a similar technique to this work, which will be discussed in the 

following sections. 

Some other previous work on improving image quality in fiber bundle imaging systems has 

been done in Dr. Gmitro’s Lab46. In this work, the authors connect both ends of the fiber bundle 

to piezoelectric devices that can move both ends of the fiber in two dimensions, allowing the 

probe to collect signals that would otherwise not be collected. In essence this approach increases 

the inherent sampling frequency and improves the spatial resolution of the fiber bundle imaging 

system.  
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This method has the following advantages: 1) since this device is used to increase the 

sampling frequency by mechanical movement, it does not change the optical characteristics of 

the signal, and 2) piezoelectric devices are commercially available, making the whole system 

easier to produce. This method has the following disadvantages: 1)  the movement of the two 

ends of the piezoelectric device is difficult to exactly synchronize, because piezoelectric devices 

have some variability in the movement they produce for a given applied voltage; 2) the fiber fits 

through the center of the cylindrical piezoelectric device, which leads to a larger diameter probe 

head; and 3) when the probe directly contact the object, the piezoelectric device may force 

undesired movement in the object rather than pure movement of the fiber probe over a static 

object. 

To solve the problem of error due to the differences in physical movement produced by the 

two piezoelectric devices on either end of the fiber, we decided to replace the proximal end 

piezoelectric device with a software approach that seeks to estimate the motion difference at the 

proximal end of the fiber as the distal end of the fiber moves due to the distal end piezoelectric. 

5.3 Cross-correlation Method  

This software approach uses a 2D cross-correlation to estimate the 2D shift of the image at the 

proximal end of the fiber bundle. The cross-correlation function is most often used in signal 

processing, where it describes the degree of similarity between two signals. For two 

functions 𝑓1(𝑥, 𝑦) and 𝑓2(𝑥, 𝑦), the cross-correlation function is defined as: 

𝑅12(𝑥, 𝑦) = ∫ 𝑑𝑦′ ∫ 𝑓1(𝑥′, 𝑦′)𝑓2(𝑥′ + 𝑥, 𝑦′ + 𝑦)𝑑𝑥′

+∞

−∞

+∞

−∞

(5.3.1) 

it can also be written as: 
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𝑅12(𝑥, 𝑦) = 𝑓1(𝑥, 𝑦) ∗∗ 𝑓2(−𝑥,−𝑦) (5.3.2) 

where the **  notation indicates a two dimensional convolution operation. When two images are 

so similar that there is almost only a displacement offset, then their relationship can be written as 

𝑓1(𝑥, 𝑦) = 𝑓2(𝑥 − Δ𝑥, 𝑦 − Δ𝑦) (5.3.3) 

The relationship between their Fourier transforms are: 

𝐹1(𝑢, 𝑣) = 𝐹2(𝑢. 𝑣)𝑒−2𝜋𝑖Δ𝑥𝑒−2𝜋𝑖Δ𝑦 (5.3.4) 

Then their cross-correlation function is: 

𝑅12(𝑥, 𝑦) = 𝐹−1{[𝐹(𝑅12(𝑥, 𝑦))]} = 𝐹−1{𝐹2(𝑢, 𝑣)𝐹2(𝑢, 𝑣)𝑒−2𝜋𝑖Δ𝑥𝑒−2𝜋𝑖Δ𝑦} 

= 𝐴12(𝑥, 𝑦) ∗∗ 𝛿(𝑥 − Δ𝑥, 𝑦 − Δ𝑦) (5.5.5) 

where 𝐴12(𝑥, 𝑦) is the autocorrelation function of 𝑓1(𝑥, 𝑦). And the peak of the autocorrelation 

function is at the position where the argument of the delta function is zero. By observing the 

peak position of the cross-correlation function, the displacement offset between the two pictures 

can be derived. After that we can introduce opposite offsets to shift one of the images, which 

completes the work of the piezoelectric device at the proximal end that is no longer used and 

combines the images (with and without lateral shift) to get a new image with a higher sampling 

frequency. There are two ways to combine the images: one is called max intensity projection 

(MIP) and the other is to average the signal intensity of the two images. These two methods will 

be compared in detail later in this section. 

To get displacement offset more accurately, we need to introduce a gaussian blur to both 

images first, then use the cross-correlation function method to estimate the shift in the blurred 

images. 
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Fig. 5-3. Images collected before and after probe’s movement. 

As shown in the Fig. 5-3, we can acquire two similar images before and after the distal end 

probe movement, apply a Gaussian blur to the all images, then use the cross correlation method 

to calculate the offset distances, and then use the MIP method or average method to process the 

combination of the images, the results are shown in the Fig. 5-4. 
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Fig. 5-4. Using average method and MIP method to remove pixelization problem. 

We can see that the MIP plot has higher brightness, but each line looks thicker. The average 

method gives a lower brightness but slightly higher resolution.  

5.4 Non-mechanical beam steering method  

The above cross-correlation method still has disadvantages because it still uses mechanical 

movement to increase the sampling frequency. When the probe directly touches the tissue’s 

surface inside the body, it is not a good idea to move the probe. So we have to find a way to 

increase the sampling frequency without moving the probe. Beam steering is one of the 

solutions, it can be changed by changing the optical path to make the object appear to have 

movement with the probe. The most traditional mechanical beam steering is to place a scanning 

mirror in the collimated space and rotate the beam by the movement of the scanning mirror, as 

shown in the Fig. 5-5. 
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Fig. 5-5. Use of a scanning mirror to steer beam offset. 

Although this design avoids the movement of the probe on the object, the probe will not be 

able to enter the biopsy needle because the head needs to be bent. Moreover, placing a scanning 

mirror at the end of the fiber bundle may cause the probe to vibrate and not be able to acquire 

images stably. Therefore, we need to find another non-mechanical beam steering method. 

By looking at the scanning beam steering system we can find that as long as the mirror 

becomes a transmissive optical element and the change element can adjust the optical path 

without mechanical movement, it can meet our needs. We have identified two methods of beam 

steering that can achieve non-mechanical motion. One is an electronically controlled LC prism, 

and the other is a normal dispersive prism. 
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5.4.1. Liquid Crystal Prism 

 

Fig. 5-6. Non-mechanical beam steering with two LC prisms. 

Liquid crystal devices are widely used in displays and optical path modulators. We can adjust 

the refractive index of its eigenpolarization state in this material by changing the voltage at both 

ends of the liquid crystal to adjust the orientation of the liquid crystal cell. Therefore, we can also 

use it to replace the scanning mirror in the above section. As shown in Fig. 5-6, we insert a 

polarizer in the collimated space. Then we add two staggered LC prisms after the polarizer. The 

first one is used to modulate the deviating angle in the x-direction, and the second one modulates 

the deviating angle in the y-direction. We can achieve the effect similar to mechanical scanning 

by adjusting the voltage on the liquid crystal devices. 

The advantage of this approach is that the whole process does not require any mechanical 

movement, and the whole optical system remains rotationally symmetric and can potentially be 

made small enough fit through a biopsy needle. The disadvantage of this method is that the light 

intensity will be only half of the original one due to the presence of the polarizer, and the 



91 
 

transmission efficiency and deflection efficiency of the liquid crystal will be different for 

different wavelengths. In terms of production, the smallest liquid crystal pixel on the market has 

reached the micron level, so there is a theoretical possibility of producing LC prisms of about 

one millimeter. However, we did not have the opportunity to demonstrate this device. 

5.4.2. Disperse Prism with Known Spectrum  

 

Fig. 5-7. Non-mechanical beam steering with prism. 

The second method replaces the LC prism above with a dispersive prism, as shown in the Fig. 

5-7, but requires that the spectral range of the object be known. A similar approach has been 

done with back illumination and one fluorescent dye47. In the MSCE, we need to use epi-

illumination and multiple dyes. Currently, we only use two fluorescent dyes, so we can quickly 

know their spectral ranges. In the MSCE, we can project different colors onto different channels, 

and different spectral now also correspond to different object positions. 

The second method replaces the LC prism above with a dispersive prism, as shown in the Fig. 

5-7, but requires that the spectral range of the object be known. This project uses only two 

known fluorescent dyes, and we can easily measure their spectral distributions. Furthermore, in 

the MSCE, we can project different colors onto different channels, and because of the dispersive 
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prism here, different colors correspond to different object positions. So at this point, our channels 

represent the color and the position. We can introduce a displacement offset for each channel 

with the position information to eliminate pixelization in one direction. 

Since we were not in a position to produce lenses and prisms with diameters smaller than 1 

mm, and we did not find a suitable commercial provider, we built a large prototype with 

broadband light illumination to test the effectiveness of this method. 

5.5 Performance 

 

Fig. 5-8. The original image of a bar target acquired by through the fiber bundle (left image) and the image after depixelization 

(right image). 

The Fig. 5-8 shows the original image acquired through the fiber bundle and the image after 

depixelization. In the original image, the smallest visible element is about group 7 element 2, 

while in the image after depixelization, the smallest visible element is group 7 element 4, so the 

resolution is improved. In addition, the image distortion caused by pixelization is well corrected 

in the right image, which proves that this method is feasible. 

Although we succeeded in reducing the pixelization problem, we also found many 

disadvantages of this method during the experiment. First, this method cannot be used for 
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imaging objects with an unknown spectrum. Second, the dispersive element will also disperse 

the excitation light signal when it disperses the fluorescence signal, so if we use this method in 

both x and y directions, it will make the original linear illumination wider and lead to the 

degradation of the confocal property. If we use this method only in the direction along with the 

linear illumination, then the correction of pixelization will be reduced. Third, due to the 

difference between the excitation light bandwidth and fluorescence bandwidth, the correction 

effect on the excitation light will be worse than that on the fluorescence signal. 

Therefore this method still needs to be improved. 

5.6 Summary 

This section discusses some methods to eliminate fiber bundle pixelization and concludes with a 

prototype to demonstrate the feasibility of one of these methods. All methods considered have 

advantages and disadvantages. Mechanical beam steering can accomplish depixelization without 

changing the optical properties, but the mechanical motion leads to errors in depixelization and 

the structure is difficult to place in biopsies or other tiny environments. The LC prism method 

can achieve depixelization without mechanical motion, but it requires the polarization of the light 

and will weaken the signal strength. The dispersive prism method can only be applied to a 

known spectrum but is not as perfect as the first two methods in terms of depixelization 

performance. 
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6 Results from MSCE 

This section will show some of the image results we obtained during the project. In the first 

subsection, I show some of the images that we obtained at the beginning of the project. These 

images were taken from paper, and we used them as samples to test the imaging of the system 

using different markers and dyes as stains. 

In the second subsection, I show some images that we obtained in the middle of the project. 

During this time, to test the staining effect of different dyes in biological samples, we used rat 

lung samples, as well as whole intact rat lungs to observe the staining effect of different dyes on 

the surface of the lungs and inside the lungs.  

The third and fourth subsections contain the results obtained later in the project. We show 

images taken from animal experiments and ex vivo human samples. To simulate a real clinical 

biopsy, we have used the dye delivery system designed in the previous section for the animal 

experiments, and the images and video quality will be very close to expect to achieve in the real 

clinical situation of lung biopsy procedures. We also simulated the process of moving the fiber 

optic probe to obtain images at different locations and depths during a clinical procedure. In 

these experiments, all images were obtained from normal healthy mice or rats. Since we do not 

have access to healthy human lung samples for clinical purposes, lung samples from rats were 

used as healthy samples for control purposes. Although we did not get healthy human lung 

samples, we selected human lung samples with different tissue types including necrotic, 

inflamed, or cancerous tissues. Preliminary results indicate that with our system clinicians can 

distinguish between the different lesion types.  
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6.1 MSCE test with Paper Tissue  

To test the MSCE imaging system, we first applied fluorescent markers of different colors to 

paper. The advantage of using paper stained with fluorescent marks is that it is simple and 

readily available. Paper fibers also provide good visible contrast, making it easy to evaluate 

image quality.  

It should be noted that the color displayed is not the actual color of the markers, we just 

mapped their spectrum into our preferred RGB color space to make it easier to distinguish. In 

general, we prefer to display the different color dyes directly in solid colors of blue, green, and 

red, because the response wavelength peaks of the three types of cone cells in the human eye 

correspond to these three colors. And the human eyes are more sensitive to green and red. 

Therefore, in this chapter, we will show the dye as red and green in most cases. 
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Fig. 6-1. MSCE images obtained from stained paper samples. 

Fig. 6-1 shows four images we obtained from stained paper. In Fig. 6-1a, we can see that the 

two markers have different staining characteristics, with the green color in the Fig. 6-1. marks 

the fiber's structure, while the red color stains the entire plane more uniformly. In Fig. 6-1b, we 

moved the probe to the border and tried to change the display colors. We used pink and mauve 

this time, and the color differentiation is not as pronounced, as the human eye is more sensitive 

to the difference between red and green. Fig. 6-1c shows the presence of two dyed areas, and an 

un-dyed area at the top appears black. Fig. 6-1d is also taken from the area where the two stains 
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meet. Comparing Fig. 6-1c, we can see that the system can work for pure colors and mixed 

colors properly, and that the system's imaging quality and staining quality are stable. 

 

Fig. 6-2. Image obtained from a business card. 

Then we changed the sample from plain paper to a business card. The material of these 

business cards is fluorescent and therefore does not require application of any dye. Fig. 6-2 is 

taken from an undyed business card. We moved the probe to an area where the letters were 

printed in dark ink. This time we used a display color that was determined by the CIE mapping 

function. The color in the picture is therefore very close to the real color of the business card, 

with the letters appearing in dark blue and the paper background in yellow. This test proves that 

the system can display objects close to their true colors. 
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6.2 Mouse Ex-vivo Lung Tissue Imaging and Dye Combination Testing 

Although there are not many FDA-approved dyes, we still need to select the most suitable 

combination of these options to stain human lung samples. The dyes in this combination need to 

have different staining properties; for example, one dye tends to stain cell nuclei and the other 

tends to stain proteinaceous tissue. Even though we have the help of the spectral unmixing 

algorithm, we still require that the dyes in the combination have different fluorescence emission 

spectra. Ideally, these dyes should also have different excitation wavelengths, to be able to 

control the intensity of the light emitted by them using different laser sources. 

6.2.1. Fluorescein and Methylene Blue 

The first combination of dyes we tested was fluorescein and methylene blue, where fluorescein 

mainly stains proteinaceous connective tissue and can used to observe lung structures, such as 

alveoli, while methylene blue mainly stains DNA and is used to identify the nucleus and cell 

distribution. The fluorescence emission wavelength peak of Fluorescein is around 525 nm, while 

methylene blue mainly stains DNA and its fluorescence emission wavelength peak is around 686 

nm. Fluorescein is a widely used fluorescent marker that is safe and readily available and has a 

very high signal intensity and very fast staining. Methylene blue is used in its injectable solution 

for the treatment of methemoglobinemia because of its reducing properties48. The advantage of 

this combination is that the fluorescence emission wavelengths of the two dyes are very 

different, basically, there is no overlap, and the excitation wavelengths of the two dyes are 

different, so the intensity of the excitation light can be used to control the fluorescence emission 

intensity. The disadvantage is that fluorescein is a very common dye that stains connective tissue 

and the nucleus. In contrast, methylene blue as a nuclear stain is not particularly fast or efficient 

compared to other nuclear stains, as will be explained later in this section. 
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Fig. 6-3. Images collected from the mouse tissue stained by fluorescein and methylene blue. 

Fig. 6-3 is taken from a mouse lung tissue sample. Fig. 6-3a uses fluorescein and methylene 

blue with similar concentrations, and we can see that although fluorescein identifies the lung 

structure, we can not see any cell nuclei. After adjusting the concentration and laser intensities in  

Fig. 6-3b we can see that the green connective tissue is obvious, and the alveolar structure of 

normal tissue is readily observed. We can see the different features of the tissue are marked by 

methylene blue (red color in Fig. 6-3b). However, the distribution of nuclei is less than we 

expected from normal mouse tissue sample, and the nuclei do not appear isolated.  Similarly, in 



100 
 

Fig. 6-3c and d, the distribution of nuclei marked by methylene blue do not look like isolated 

nuclei. The fluorescein in Fig. 6-3d is more bluish because we were trying to adjust color 

mapping function. 

6.2.2. Phloxine B and Mitoxantrone 

The second combination of dyes we investigated was phloxine B and mitoxantrone. Phloxine B 

mainly stains connective tissue and its fluorescence emission wavelength peak is around 550 nm, 

while mitoxantrone mainly stains DNA and its fluorescence emission wavelength peak is around 

660 nm.  Phloxine B is used commercially as a food coloring49, while mitoxantrone is a 

chemotherapeutic agent used to treat a variety of cancers50. Similar to the previous combination, 

the advantage of this combination is that the fluorescence emission wavelengths of the dyes are 

very different and the excitation wavelengths are different as well. Unlike the previous 

combination of fluorescein and methylene blue, the staining speed of phloxine B is slower than 

that of fluorescein and the signal intensity of phloxine B is considerably weaker than fluorescein 

for the same concentration.  Phloxine B mainly stains proteinaceous connective tissue, whereas 

fluorescein stains protein more broadly. The staining speed of mitoxantrone is faster than 

methylene blue and the signal intensity is stronger.  The main problem with mitoxantrone is that 

it is cytotoxic so there is more concern about patient safety. 
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Fig. 6-4. Images collected from the mouse tissue stained by phloxine B and mitoxantrone. 

As shown in Fig. 6-4a, 6-4b, and 6-4c, phloxine B (green signal) is very good at staining the 

connective tissue surrounding alveoli. The staining for these three example images was topically 

administered to a cut surface of mouse lung. The tissue sample used in Fig. 6-4d is from a mouse 

lung that was perfused with phloxine B and mitoxantrone delivered into the pulmonary artery 

shortly after the animal was euthanized. The image in Fig. 6-4d was obtained after we inserted 

the fiber bundle probe into the stained mouse lung. In this case we can see a bit of trauma caused 

by insertion of the probe. However, we notice that the staining effect of mitoxantrone is 
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somewhat strange in this Fig. 6-4d and does not look like the staining of individual cells. Rather 

it looks like the mitoxantrone is pooling after insertion of the probe possibly because the dye 

distribution is primarily in the vasculature before that vasculature is disrupted by the probe. 

 

Fig. 6-5. Solution of mitoxantrone and phloxine B were found to precipitate. 

A significant finding with this dye combination was that when made as a solution of the two 

dyes at 100 μM each we found that a solid, purple-colored substance precipitated out the solution 

in about 10 mins, as shown in Fig. 6-5.  
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6.2.3. Fluorescein and Mitoxantrone 

 

Fig. 6-6. Images collected from the mouse tissue stained by fluorescein and mitoxantrone. 

Initially, we thought the precipitation might be due to a chemical reaction between phloxine B 

and mitoxantrone, so we tried the combination of fluorescein and mitoxantrone to see if this pair 

led to a similar problem of precipitation. As shown in Fig. 6-6a and Fig. 6-6b, the combination of 

fluorescein and mitoxantrone produces images that appear to show a mitoxantrone staining 

pattern consistent with nuclear staining, but we were concerned that this staining pattern could 

also be due to precipitated mitoxantrone. 

To gain more information, we mixed acridine orange, a very effective dye for staining the 

nuclei, with mitoxantrone and applied the mixture topically to mouse lung samples to see how 

they stained. The results are shown in Fig. 6-7, where the staining of mitoxantrone (red) and AO 

(green) are clearly not co-localized, which means that mitoxantrone is not staining the nucleus as 

we had thought. We also learned that mitoxantrone, as a chemotherapy drug, has some negative 

effects on the human body. Due to these multiple issues, we decided not to continue to 

investigate mitoxantrone in this research work. 
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Fig. 6-7. An image collected from the mouse tissue stained by acridine orange and mitoxantrone (without gaussian blur). 

6.2.4. Fluorescein and Daunorubicin 

Neither mitoxantrone nor methylene blue gave us the desired DNA staining effect, so we tried a 

combination of daunorubicin and fluorescein. The fluorescence emission wavelength peak of 

daunorubicin is around 555 nm. Like mitoxantrone, daunorubicin is a chemotherapeutic drug and 

therefore has potential risks, but the doses of dye we used were very small and within the range 

of what the body can tolerate. However, the problem with this combination is that the 

fluorescence excitation and emission wavelengths of the two dyes are very similar, especially 

fluorescein has a very broad fluorescence emission spectrum, which leads to poor color contrast. 

The excitation wavelengths of the two are also very similar, which makes it impossible to adjust 

the fluorescence intensity of the two dyes by adjusting the light source intensity of two lasers. 
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Fig. 6-8. Images collected from the mouse tissue stained by fluorescein and Daunorubicin. 

As shown in Fig. 6-8, although fluorescein is very efficient in staining connective tissue, the 

color contrast between connective tissue and cell nuclei is poor with this combination of dyes 

due to their highly overlapped wavelengths. The background color problem brought by 

fluorescein is not improved, and the whole picture is greenish. Daunorubicin, on the other hand, 

as a DNA dye, although it looks better than mitoxantrone and methylene blue (as shown in Fig. 

6-8b), the cell distribution is still too sparse as shown in Fig. 6-8d. 
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6.2.5. Phloxine B and Proflavine 

This dye combination consists of phloxine B and proflavine, where phloxine B is responsible for 

staining connective tissue and proflavine stains  DNA in the cell nucleus.  Proflavine has been 

shown to be very similar to AO, with very rapid staining and high selectivity for staining cell 

nuclei. Phloxine B has been previously tested and its staining and spectral fluorescence emission 

properties are satisfactory. However, a disadvantage of this combination is that the fluorescence 

emission spectra of the two dyes are relatively similar, better than daunorubicin and fluorescein, 

but still a problem for color contrast. In addition, the excitation wavelengths are also very 

similar, so we cannot adjust the laser to change the relative fluorescence intensity of the two 

dyes.  

Fig. 6-9 shows images using proflavine for staining the nuclei (green) and phloxine B for 

staining connective tissue (red). In Fig. 6-9a and Fig. 6-9b the spectral unmixing algorithm was 

not used, so the color contrast between the two is rather poor. However, proflavine stains cell 

nuclei more efficiently than any of the previous DNA stains, and phloxine B maintains good 

staining specificity for connective tissue. After the introduction of the spectral unmixing 

algorithm, we can see that the color contrast between the two stains increases significantly as 

shown in Fig. 6-9c and Fig. 6-9d. And by adjusting the relative display intensity of the two dyes, 

we can see that the color contrast between the two dyes increases significantly and the whole 

picture looks better. 
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Fig. 6-9. Images collected from the mouse lung tissue stained by proflavine and phloxine B. 
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6.2.6. Proflavine and Rose Bengal 

For the last combination of dyes, we investigated proflavine and rose bengal. The fluorescence 

spectral excitation and emission properties of rose bengal are very similar to those of phloxine B. 

 

Fig. 6-10. Images collected from the mouse tissue stained by proflavine and rose bengal. 

As we can see in Fig. 6-10, the performance of this combination is good. Rose Bengal's 

staining of the connective tissue is similar to that of phloxine B. We did not use the spectral 

unmixing algorithm for these four images, but they all turned out very well. We can use the 
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spectral unmixing algorithm to improve the image quality further. Rose bengal has a potential 

problem in that it photo bleaches rather quickly compared to phloxine B. However, since 

imaging is done in a real-time mode after application of the dye, this should not be a big 

problem. In the end we decided to use a combination of rose Bengal and proflavine for our next 

set of experiments. 

6.3 Rat Open Biopsy Simulation 

In previous experiments with mice, we removed the lungs from the animal’s body, made a clean 

cut through the lung tissue, soaked the lung tissue in one of the fluorescent dye combinations 

described above, and then imaged the tissue with the MSCE instrument. Due to the longer 

staining time, the staining efficiency of the dye will be higher than in the clinical situation. To 

simulate the clinical situation and to test the performance of our system, in this round of 

experiments, instead of removing the lungs from the rats, we open the rat’s chest cavity, puncture 

the lungs with an introducer needle, insert the fiber bundle probe through the needle, and deliver 

the dye into the lungs, while acquiring real-time images with the MSCE system, as shown in Fig. 

6-11. Overall, the staining time for the dye will not be very long and we will be able to collect 

data that are more similar to the clinical situation. 
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Fig. 6-11. Rat lung biopsy simulation. 

6.3.1. Image from Surface of the Rats’ Lung 

We found an interesting phenomenon in the experiment. The surface structures of the lungs of 

rats are different than the internal structure. The epithelial surface of the lung is more cellular 

and the cells are more evenly distributed. The connective tissues on the surface of the lung are 

also different than lung tissue in the interior of the lung. 

Fig. 6-12 shows the surface of the lung of a rat. With use of the spectral unmixing algorithm, 

we can see that the color contrast between proflavine and rose bengal is sharper, which makes it 

easier for the observer to distinguish between the two different dyes and the structures they stain. 

In Fig. 6-12a and Fig. 6-12d we can see cell nuelei more clearly than connective tissues. The 

different lung surface areas also present very different images, in Fig. 6-12a and Fig. 6-12b we 

can see that the connective tissue sometimes appears as strips, while in Fig. 6-12c and Fig. 6-12d 

we can hardly see the connective tissue. In Fig. 6-12c, we can see the black area because the 
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probe surface does not completely touch the lung, so that part of the sample is at different depths, 

which also shows the confocal nature of the MSCE system. 

 

Fig. 6-12. Images of rat lung surface from biopsy simulation. Dye combination: proflavine and rose bengal. 
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6.3.2. Image from Inside of the Rats’ Lung 

To image the tissue deeper inside the lung we use the stylet to make a hole in the lung of the rat, , 

after which the stylet is replaced with the MSCE probe, dye is delivered and the images of the 

inside of the lung are acquired. In practice, it can be difficult for the introducer needle and stylet 

to make a hole in the surface of the rat's lung because the tissue is so soft. In addition, the 

anatomy of human lung is different than rat lung, which has multiple thin overlapping lobes. 

Even if the introducer needle is successfully placed, there is not a lot of space for axial 

movement due to the thin structure of rat lung. 

Nevertheless, we managed to acquire some images of the interior of the rat lung, as shown in 

Fig. 6-13. The staining combination of proflavine and rose bengal works well for visualizing the 

normal alveoli as dark structures surrounded by some connective tissue and with a more sparse 

distribution of cells nuclei. 



113 
 

 

Fig. 6-13. Images inside rat’s lung from biopsy simulation. Dye: proflavine and rose bengal. 

In the next section, we will use the images of the rat samples collected in this section as a 

standard for healthy tissue to be referenced to human samples. It is worth pointing out that 

although the alveoli of rats are smaller than those of humans, the cell size of rats, which are also 

mammals, is the nearly the same as that of humans so that we can use the healthy lung samples 

from rats as a reference for what normal human lung samples would look like. We can look for 

the differences that occur with lung disease in human subjects. 



114 
 

6.3.3. Videos 

One of the major capabilities of the MSCE system is the ability to observe the lung's interior 

structure in real-time. However, there is no way to show videos, so I have taken two still frame 

images from two videos, one from the surface of the lung and the other as the probe enters the 

interior of the lung. These still frame images are shown in Fig. 6-14. Links to videos from which 

these frames were taken can be found in the supplemental material. 

 

Fig. 6-14. Still frames from videos. a: from the surface of the rat lung, and b: from the interior as the probe enters the lung. 

6.4 Ex-vivo Human Lung Tissue 

In the middle and late stages of the project, we obtained clinical human ex vivo lung samples 

through a collaboration with Dr. Gregory Woodhead. These samples were taken from patients 

who were undergoing percutaneous lung biopsy of suspicious nodules. The protocol of obtaining 

human tissue was approved by the University of Arizona Institutional Review Board and patients 

were consented on the day of their biopsy procedure.  
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Dr. Woodhead would inform us that biopsy tissue would be available at a particular time and 

call us when it was ready to be picked up at the Banner University Medical Center. A few core 

samples would be delivered in a vile of phosphate buffered saline. The core biopsy samples were 

typically about 0.5 – 0.8mm in diameter (depending on the gauge of the biopsy needle being 

used) and 3-15 mm in length. Tissue samples were stained with a 1:1 combination of 200 μM 

proflavine and 200 μM rose bengal for a time of approximately 1-2 min, after which the tissue 

was rinsed in saline and placed on the frosted surface of a standard glass slide. The slide was 

placed on an x,y,z stage and positioned such that the tissue was directly under the distal end of 

the fiber bundle probe. Some of these biopsy needles used were thinner gauge than the ones we 

plan to use, so some extracted lung tissue samples did, in some cases, not fully occupy the full 

field of view of MSCE. We encountered some operational difficulties when looking at ex vivo 

human lung samples: because the ex vivo samples were much smaller than the mouse or rat lung 

tissue samples we had previously looked at, there was a high risk of distorting the samples as the 

probe touched and moved over the sample. Also, because some samples are already diseased, 

they are very fragile and can sometimes be torn apart. 

After imaging the samples with the MSCE instrument, samples were placed inside Surgipath 

bio-wrap paper and then into tissue cassettes. The cassettes were placed in formalin for 45 to 60 

minutes, and then in 70% ethanol. Afterwards, the samples were delivered to Tissue Acquisition 

and Molecular Analysis Resource for standard H&E processing.  In this section, we compare the 

samples after conventional H&E processing with images obtained on the MSCE instrument. 

We divided the abnormal human ex vivo samples into three main categories: necrotic, 

inflamed, and cancerous tissue. Since the samples we collected were from suspicious lung 
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nodules, all ex vivo human lung samples are abnormal. I will show the images we collected from 

each type of sample in turn. 

6.4.1. Necrotic Lung Tissue 

Necrosis, also known as cellular necrosis, refers to one type of permanent cell death. Necrosis is 

generally induced by physical, chemical, and biological factors and can be from external or 

internal sources. There are many external causes of necrosis; for the lungs, smoking can lead to 

necrosis of lung tissue, while some other inflammatory conditions may be followed by residual 

necrotic cells. 

Because necrotic cells are inactive, some dyes do not stain the cells and connective tissue 

well, so we often do not see the lung tissue and cell nuclei well in necrotic tissues. 
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Fig. 6-15. Ex-vivo human necrotic tissue from lung needle biopsy. 

The first set of images Fig. 6-15 are from necrotic tissue. Fig. 6-15a and Fig. 6-15b are from 

the MSCE system, where the dyes used are proflavine and rose bengal. Proflavine stains the 

DNA and in normal tissue, structurally shows cell nuclei, which we display in green. Rose 

bengal stains proteins and structurally shows extracellular connective tissue, which we display in 

red. Fig. 6-15c and Fig. 6-15d are images from the H&E-stained histology samples of the 

corresponding tissues in Fig. 6-15a and Fig. 6-15b, respectively. We can see that in necrotic 

samples, most of the organized cellular and nuclear structure has been lost, so the proflavine 
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nuclear stain more or less uniformly stains the remaining broadly distributed pieces of nuclear 

material. Therefore, in MSCE observation, we cannot clearly see the green nuclei, while the 

green nuclei dye is evenly distributed in the sample. Similarly, the red dye does not adhere well 

to the connective tissue. This makes the whole picture look more like a soupy mixture of 

molecular material with little correlation to normal lung structures. Due to the different 

permeability of the two dyes, proflavine appears to be distributed more in the central part of the 

core while rose bengal is distributed more on the on the outside of the core. In the H&E images 

in Fig. 6-15c, and Fig. 6-15d, we can hardly find any nuclei, the whole picture shows a uniform 

lavender color. We don't see any alveoli or organized connective tissue structure. 

The images obtained by H&E and our MSCE system have essentially the same result, which 

suggests that the MSCE can be used to identify necrotic tissue. 

6.4.2. Inflammatory Tissue 

The images in Fig. 6-16 are from samples that have significant inflammation. Again, the dyes 

used are proflavine and rose bengal. Fig. 6-16a and Fig. 6-16b are from the MSCE system, where 

proflavine stains the nuclei and marks the cell distribution, which we show in green, and rose 

bengal stains the connective tissue and marks the tissue structure, which we show in red. Fig. 

6-16c and Fig. 6-16d are from the H&E histology samples, which correspond to Fig. 6-16a and 

Fig. 6-16b, respectively.  We can see that, unlike the previous necrotic samples, in the 

inflammatory samples both the nuclei and the connective tissue were successfully stained. We 

can observe thicker red connective tissue, which indicates that this part of the tissue may be more 

fibrotic, and may represent inflammation in this area. In the H&E image of this sample, we can 

see that the nuclei are successfully stained, showing a dark purple color in the image, and the 
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lung stroma shows a light pink color. And the arrows mark some pink areas, which represent 

inflammation and fibrosis. Again, we failed to find healthy alveoli in these samples. 

 

Fig. 6-16. Ex-vivo human inflammatory tissue from lung needle biopsy. 

The images obtained by H&E and our MSCE system have similar results, which suggests that 

the MSCE instrument can be used to observe an inflammatory tissue response. 
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6.4.3. Cancerous tissue 

 

Fig. 6-17. Ex-vivo human cancerous tissue from lung needle biopsy. 

The images in the third set (Fig. 6-17) are taken from a sample with cancerous cells. Again, the 

dyes used here are proflavine (green) and rose bengal (red). Fig. 6-17a and Fig. 6-17b are images 

obtained with the MSCE system, where proflavine stains the nucleus and marks the cell 

distribution, and rose bengal stains the connective tissue and marks the tissue structure. Fig. 

6-17c is the corresponding H&E-stained samples. In Fig. 6-17a and Fig. 6-17b, we can see that 

the nuclei in this section are larger and denser than in the healthy tissue. In addition, the red 

connective tissue in the cancerous part also looks disrupted. In the experimental manipulation, 
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we found that the cancerous part was indeed very fragile, and some external contact could cause 

the cancerous part to detach from the sample. In the H&E histology image, we also found dense 

large cancerous cells in the corner of the sample as indicated by the arrows. Not surprisingly, we 

were also unable to find healthy alveoli in this sample. 

Therefore, the images obtained by H&E and our MSCE system have the same similar results, 

which suggests that the MSCE system can be used to observe and identify cancerous tissues. 

6.4.4. Videos 

Again, we have acquired several videos with the MSCE system that demonstrate the real-time 

imaging capability. 

 
Fig. 6-18. Still frame images from a video of a: cancerous ex-vivo human lung tissue; b: inflammatory ex-vivo human lung 

tissue. Dye applied: proflavine (DNA-binding, green) and rose bengal (connective tissue binding, red). 

Fig. 6-18 shows two frames from two different videos ex vivo human lung tissue (see 

supplementary material). This sample was taken from a high gauge biopsy needle, so the core 

size is smaller than the FOV of the MSCE. In Fig. 6-18a, we can clearly see the change in the 

image as the probe approaches the cancerous tissue from the outside, and we can see that there 
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are some normal cells below this frame, followed by the cancerous cells. In Fig. 6-18b, as the 

probe moves slowly along the sample, we can clearly see the changes that occur as the sample 

imaged moves from cells to fibrosis. These two videos demonstrate the MSCE's ability to 

provide real-time images of tissue at the distal tip of the fiber bundle probe and suggest that the 

MSCE system may be able to identify cancerous tissue in a clinical setting and to help clinicians 

make a diagnosis and select the best location core biopsy sampling. 

6.5 Summary 

This chapter shows some of the images we acquired with the MSCE instrument.  

In an experiment looking at stained paper, we tested the MSCE system's ability to image objects 

with different fluorescent wavelengths. We could clearly distinguish the areas marked by 

different markers and the overlapping areas. Then we used the system to look at self-fluorescent 

business cards, and this time we used the CIE mapping function to display the colors, and the 

results showed that the MSCE system has the ability to display the actual colors. Therefore, I 

believe that the system has sufficient color resolution and imaging capability to perform more 

extensive clinical validation studies. 

We can see from the mouse images that proflavine and rose Bengal are a good combination of 

dyes to use, and although they have similar excitation and fluorescence wavelengths, we can still 

clearly distinguish them in our experiments with the help of the spectral unmixing algorithm.  

We likewise tested the staining effect of other stains on mouse lung section samples. Among 

the nuclear dyes, mitoxantrone, daunorubicin, and methylene blue have drawbacks: 

Mitoxantrone reacts with other dyes and does not accurately label nuclei, both Mitoxantrone and 

Daunorubicin are chemotherapeutic drugs with potential risks to humans; Daunorubicin is too 
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similar to Fluorescein in its fluorescence wavelength. Methylene blue was not chosen because of 

its slow staining speed and low fluorescence intensity. 

In contrast, fluorescein and phloxine B, which are connective tissue stains, also have some 

problems. Fluorescein stains more than connective tissue and its fluorescence excitation 

wavelength is similar to the autofluorescence excitation wavelength of optical fiber44, which will 

lead to excessive image noise. Since we need to use proflavine as a nucleus stain, the 

fluorescence band of Phloxine B overlaps with proflavine more than rose Bengal, so we finally 

chose rose bengal as our connective tissue stain. 

We simulated the clinical situation of topical staining using a euthanized rat model. We 

successfully observed the lung surface and lung interior of rats with our MSCE system and 

clearly observed lung structures such as alveoli. Our dye delivery system also successfully 

stained the target objects with satisfactory image results. Therefore, I believe that the MSCE 

system has sufficient capability to be used in clinical trials and that our rat images can be used as 

a reference sample for comparison with human samples. 

In the process of observing ex vivo human lung samples, we found that these lesions could be 

classified into three main categories: necrotic, inflammatory, and cancerous tissues. We 

successfully observed different types of samples with the MSCE instrument. In necrotic tissue, 

we could not clearly observe the nuclei and cell distribution, and the nuclei and connective tissue 

stains were more uniformly distributed throughout the object. In inflammatory tissue, we saw the 

nuclei and their distribution, and we also saw thick, fibrous connective tissue, which is one of the 

hallmarks of inflammation. In the cancerous tissues we can find aberrant, dense populations of 

cells with large nuclei, which is one of the hallmarks of lung cancer.  By comparing the H&E 

results, I believe that the MSCE system can provide images of the target nodules in clinical trials 
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and help physicians in selecting appropriate tissue for percutaneous core needle biopsies of the 

lung.  
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7 Conclusion and Future Work 

This dissertation describes how we designed and tested the MSCE system. The system relays the 

image of the needle tip of a lung biopsy through a fiber optic bundle to a line scan confocal 

microscope to obtain cellular level images. Then, by inserting a dispersive element, the system 

was able to successfully implement its multispectral imaging functionality.  A dye delivery 

system was developed allowing for topical delivery of dye through the introducer needle of a 

core needle biopsy technique. The MSCE system can help guide the lung biopsy process by 

providing color images of tissue at the distal end of the fiber probe. 

In our experiments, we first experimented with different combinations of stains in mice and 

finally selected the combination of proflavine and rose bengal as the best option for an FDA-

approved dye combination.. We hope that more FDA-approved dyes can be used in this system 

in the future. In experiments with rats, we successfully observed the lung surface of healthy rats 

as well as the internal lung tissue in testing the dye-delivery system. In imaging ex-vivo human 

core biopsy samples, preliminary results with the MSCE system indicate that it can successfully 

distinguish three types of non-healthy samples: necrotic tissue, inflammatory tissue, and 

cancerous tissue. This demonstrates the ability of the MSCE system to help distinguish critical 

structural differences in lung tissue. Interventional radiologists can use these differences to 

obtain the necessary diagnostic information and extract tissue more accurately during core 

biopsy procedures. Not only that, but perhaps real-time MSCE imaging can help physicians 

achieve an accurate diagnosis without extracting tissue. This is more likely to occur in benign 

disease, as physicians almost always want to sample potentially cancerous tissue even if it is 
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known to be cancerous. Additional histologic and genetic testing of lung cancer tissue can help 

predict response to treatment and the patient's overall prognosis. 

We may be able to look for other dyes in the future. Since MSCE can provide not only color 

images but also the spectrum of the object at the same time, in future applications, if we can find 

stains that are FDA-approved and have a spectrum that varies with pH, then the MSCE may be 

able to go even further to inform the physician whether a cancerous phantom is present near the 

probe by the spectrum. This is because the pH tends to be more acidic around cancerous cells 

that employ anaerobic respiration. Or we can find other stains with coloring characteristics that 

are not limited to connective tissue and nuclei and can color cancer cells alone. 

The current MSCE system is sufficient for real-time imaging at 6 frames/second. However, an 

optimized data acquisition control program and a sensor with a higher signal-to-noise ratio may 

be able to increase the frame rate further. In the future, the system control program could be 

written in C or other more efficient languages so that the image processing could be done by the 

GPU, which could significantly decrease the computing time between each frame. Moreover, by 

making it more efficient, we might be able to introduce some exciting image processing 

programs. For example, a program to reduce dithering, automatically identify and mark 

suspicious areas, and a program to identify synchronization situations. The tolerance of the 

scanning mirror is also an essential condition for the frame rate. A scanner with higher tolerance 

can increase the ratio of the ramp function to improve the system's frame rate. Moreover, we can 

use a data acquisition system (DAQ) to control the sensor and function generator, dramatically 

improving the system's stability. 

In terms of optical system design, there are still areas where the MSCE can be improved. We 

can improve the frame rate by changing the scanning method. Currently, we are using a single 
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line scanning method, but in the future, we can change the system to a dual or even triple line 

simultaneous scanning method to increase the scanning rate. In terms of lens design, we may be 

able to make use of the second design described in this dissertation, as this system has better 

aberration correction due to the use of custom lenses. 

The current MSCE system cannot change the dispersion angle. We can replace the prisms 

with opposite prism sets. When the two prisms are in opposite directions, the system will have no 

dispersion, and MSCE will change from a multispectral system to a grayscale one. When there is 

a certain angle between the two prism directions, we can change the dispersion angle of MSCE 

by controlling this angle. One of the potential problems with the current MSCE is that we do not 

need 20 channels for some cases because more channels would reduce the signal-to-noise ratio. 

Furthermore, in some cases, 20 channels are not enough to accurately sample the object's 

spectrum. Using the above method, we can somewhat adjust the number of channels in the 

system. 

The lateral resolution of the MSCE system is fundamentally limited by the sampling 

frequency of the fiber bundle. In this paper, we introduce some methods of fiber bundle 

depixelation and built prototypes to test two of them. They both can effectively improve the 

resolution of fiber bundle imaging and prevent image distortion caused by the core sampling 

distribution. The fiber bundle also limits the axial resolution of the MSCE system. However, this 

cannot be calculated. Therefore, we devised a new method to measure the axial resolution of 

fiber bundle-based fluorescence systems accurately. Finally, it may take some time for the 

pathologist or interventional radiologist to become familiar with the staining properties of the 

fluorescent dyes employed. However, it is encouraging that at least some of the FDA-approved 

dye combinations appear to provide sufficient contrast and fast enough staining to be helpful in 
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core lung cancer biopsy procedures. Not only that but the application of proper image processing 

methods, such as the spectral unmixing algorithm, can go even further to help the user 

differentiate the dyes and obtain more information from their spectra that is beneficial for 

diagnosis.  

Later, we can evaluate the effectiveness of this system in diagnosing cancer by imaging and 

diagnosing a large database of human ex-vivo samples to map out the receiver operating 

characteristic (ROC) curve of this system. In the future, I hope this system can be used in clinical 

trials to help doctors make effective diagnoses and help more patients get accurate diagnoses and 

better therapy. 
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Appendix A: Zemax Design 

Lens data for 1st design: 

 

MTF for the 1st design 

 

 



130 
 

Lens data for 2nd design 

 

MTF: 
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Lens data for 3rd design: 

 

MTF: 
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Appendix B: System Setup 

 

Photographs of real MSCE system (inside) 
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Photographs of real MSCE system (outside) 
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