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Abstract

This dissertation demonstrates the usefulness of exactly solvable quantum models in
the investigation of light-matter interaction phenomena associated with the propaga-
tion of ultrashort laser pulses through gaseous media. This work fits into the larger
research effort towards remedying the weaker portions of the standard set of medium
modeling equations commonly used in simulations. The ultimate goal is to provide
a self-consistent quantum mechanical description that can integrate Maxwell and
Schrödinger systems and provide a means to realistically simulate nonlinear optical
experiments on relevant scales. The study of exactly solvable models begins with one
of the simplest quantum systems available, one with a 1D Dirac-delta function poten-
tial plus interaction with the light field. This model contains, in the simplest form,
the most important “ingredients” that control optical filamentation, i.e. discrete and
continuum electronic states. The importance of both states is emphasized in the op-
tical intensity regime in which filaments form, where both kinds of electronic states
simultaneously play a role and may not even be distinguishable. For this model atom,
an analytical solution for the time-dependent light-induced atomic response from an
arbitrary excitation waveform is obtained. Although this system is well-known and
has been studied for decades, this result is probably the most practically useful and
general one obtained thus far. Numerical implementation details of the result are also
given as the task is far from trivial. Given an efficient implementation, the model is
used in light-matter interaction simulations and from these it is apparent that even
this toy model can qualitatively reproduce many of the nonlinear phenomena seen in
experiments. Not only does this model capture the basic physics of optical filamen-
tation, but it is also well-suited for high harmonic generation simulations. Next, a
theoretical framework for using Stark resonant states (or metastable states) to rep-
resent the medium’s polarization response is presented. Researchers have recognized
long ago the utility of Gamow resonant states as a description of various decay pro-
cesses. Even though a bound electron experiences a similar decay-like process as it
transitions into the continuum upon ionization, it was unclear whether field-induced
Stark resonant states carry physically relevant information. It is found that they
do, and in particular it is possible to use them to capture a medium’s polarization
response. To this end, two quantum systems with potentials represented by a 1D
Dirac-delta function and a 1D square well are solved, and all the necessary quantities
for their use as medium models are presented. From these results it is possible to con-
jecture some general properties that hold for all resonance systems, including systems
that reside in higher than one dimensional space. Finally, as a practical application
of this theory, the Metastable Electronic State Approach (MESA) is presented as a
quantum-based replacement for the standard medium modeling equations.
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Chapter 1

Introduction

1.1 Standard approach to light-matter interactions

Propagation of ultrashort, off-resonant optical pulses in atomic gases produces a broad
range of extreme nonlinear optical effects including high-harmonic generation [1],
synthesis of attosecond pulse forms [2], and optical filamentation [3, 4]. While it
is generally accepted that the origin of these phenomena resides in the quantum
mechanical nature of the light-matter interaction, the standard approach of modeling
the nonlinearity underlying filamentation so far does not provide a unified quantum
treatment. Instead a piecewise approach to modeling light-matter interactions is
used where individual phenomena are treated separately, e.g. instantaneous third-
order nonlinearity for bound electrons, a Drude model for free electrons, and a host
of other “corrections”. The piecewise construction of the current medium model is
an artifact of both historical discovery where phenomenological terms were added to
explain new observations in experiment, and also of conceptual description where the
electron is seen as either bound to the atom or totally free.

The “standard” approach to modeling light-matter interactions for ultrashort laser
pulses in gases is to combine separate equations describing each observable phenomena
into a medium response function. An example propagation equation that is well
suited for propagating short laser pulses over large distances is the Unidirectional
Pulse Propagation Equation (UPPE [5]). For linearly polarized light, E(z, k⊥, ω) is
the spatio-temporal electric field spectrum of the pulsed waveform with frequency ω
and wavevector kz and its dynamics are governed by

∂zE(z, k⊥, ω) = ikzE(z, k⊥, ω) +
iω2

2ε0c2kz
PNL(E(z, k⊥, ω))− ω

2ε0c2kz
JNL(E(z, k⊥, ω)).

(1.1)
The first term on the right hand side represents the linear propagation of light where
the z-component of the optical wavevector is given by

kz(k⊥, ω) =
√
ω2(1 + χ(ω))/c2 − k2

⊥. (1.2)

In these equations c is the speed of light, ε0 is the free space permittivity, χ is the
linear susceptibility of the medium, and k⊥ is the component of the wavevector that is
perpendicular to the propagation direction. In addition to linear propagation there are
two nonlinear source terms that represent coupling of the electric field to the medium:
the nonlinear polarization PNL and the nonlinear current JNL. A large amount of
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research has gone into finding accurate descriptions for these two terms, as they
govern a majority of the interesting dynamics seen in ultrashort pulse propagation.
Providing an accurate description of these two nonlinear terms is paramount, and this
dissertation presents forward progress in this area and offers practical replacements
for all or most of the equations that are be described below.

Commonly used equations for the two nonlinear source terms are detailed in review
papers by Couairon [3] and Bergé [4]. For propagation in atomic gases, the two most
important phenomena to capture are the instantaneous Kerr effect and ionization.
The nonlinear polarization PNL can be modeled as a Taylor series in E when the
optical fields are not too large

PNL = ε0
[
χ(2)E2 + χ(3)E3 + χ(4)E4 + χ(5)E5 + . . .

]
. (1.3)

For isotropic media such as gases, even orders of χ do not appear. For many simula-
tions it is enough to include only up to third-order nonlinearity (Kerr effect)

PNL = 2ε0n0n2|E|2E, (1.4)

though there has been some recent debate over the inclusion of higher order terms
[6, 7], which is discussed later in greater detail. In Eq. (1.4) n0 is the background
refractive index and n2 is the nonlinear refractive coefficient. The value of n2 is
essentially the strength of the nonlinearity for the particular medium and is therefore
an important simulation parameter. Also note that the Kerr effect is modeled as
an instantaneous effect meaning that it has no memory of the past field values, but
is only dependent on the current electric field value. This choice in modeling also
ignores any spectral dependence or nonlinear dispersion. It has been shown that the
value of n2 for sapphire has a weak wavelength dependence [8], hinting at a slightly
delayed nonlinearity. For atomic gases however, such memory effects were (so far)
not measured directly, though one publication has appeared during this writing [9].

If laser pulse durations are long enough, then the stimulated Raman effect can be
included in the nonlinear polarization as

PNL = 2ε0n0n2

[
(1− α)E2 + α

∫ ∞
0

R(t− τ)E2(τ)dτ

]
E(t). (1.5)

Using this PNL instead of (1.4) can account for non-instantaneous effects, such as
molecular vibrations and movement of the atomic nuclei during molecular rotation or
reorientation induced by the incident field, through the memory function R that can
contain oscillatory and phenomenological damping terms. The parameter α denotes
the fraction of delayed response present in the Kerr effect.

The phenomenon of ionization is commonly modeled by a free electron density ρ
contributing to the nonlinear current JNL under the influence of the electric field E.
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The nonlinear current is conceptually split into components representing a response
from plasma and also absorption (abs), and obey the following equations of motion

JNL = Jplasma + Jabs

∂Jplasma
∂t

=
e2

me

ρE − 1

τc
Jplasma

Jabs
ε0n0c

=
W (|E|2)U

|E|2 (ρnt − ρ)E

∂ρ

∂t
= W (|E|2)(ρnt − ρ) +

σ

U
ρ|E|2 − aρ2. (1.6)

The last line shows that the change in free electron density is a sum of multiphoton
ionization, avalanche ionization and a phenomenological damping term to account for
electron recombination with its parent atom. The variables and constants in (1.6)
are defined as follows: e and me are the electron charge and mass, τc is the electron
collision time, W (|E|2) is the rate of ionization of an atom with potential U , ρnt is the
density of neutral atoms, a is the electron recombination rate and the cross section σ
for inverse Bremsstrahlung follows the Drude model [10]

σ =
k0

n0ρc

ω0τc
(1 + ω2

0τ
2
c )

(1.7)

where ρc is the critical plasma density. Accurately representing the rate of ionization
W in (1.6) is extremely important for simulations as slight changes in this rate can
drastically alter the results of a propagation simulation. This rate is usually repre-
sented as a power-law W = σK |E|K [11] with parameters σK and K chosen to fit
experimentally measured rates of ionization over a fixed range of laser intensities.
There are more general ways to formulate an equation for W and they are based on
Keldysh formulation [12, 13] or PPT theory [14, 15].

The theory laid out thus far was developed when lasers were less intense and had
longer pulses than are available at this writing. To account for what is witnessed in
experiment, a simulation could contain at an absolute minimum 3 adjustable param-
eters (n2, σK , K), but more likely contains more than 9 (n2, σK , K, α, R(t), τc, σ,
a, ρc) that may not be completely independent of each other or constant over a large
range of laser intensities and wavelengths. With an increasing number of parameters,
it becomes difficult to gain information from these parameters since (1) they may
not be unique and multiple sets of parameters could fit a particular laser pulse and
medium scenario, and (2) they may not be describing the medium properties alone,
but actually the one specific scenario of a laser pulse interacting with a medium.
Evidence for these assertions can be found by calculating the exact light induced
nonlinear polarization PNL of a simple quantum system (1D Dirac-delta potential
model, detailed in Chapter 2) and comparing it to the minimal standard approach
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which uses the 3 parameters n2, σK , and K. Figure 1.1 shows that the parame-
ters seem to include the laser pulse properties. The left plot shows that for a given
laser pulse and medium scenario, it is possible to find a set of parameters where the
standard approach gives a response that matches the exact response from the 1D
Dirac-delta potential model. If the laser intensity slightly increases, the same param-
eters no longer match the response from the quantum simulation (right plot). This
is especially true in the later part of the pulse which is dominated by effects from
newly freed electrons. Since these parameters are intended to describe the medium
properties, this raises some doubts about the standard approach’s predictive abilities.

Figure 1.1. To illustrate that the standard approach’s parameters (n2, σK , K)
include information about the laser pulse, the time dependent nonlinear response PNL
of a medium interacting with an 800nm laser pulse is calculated using two methods:
the standard approach and the quantum calculation found by numerically solving the
TDSE. (Left) For a pulse with peak pulse intensity of 7 × 1017W/m2, it is possible
to find a set of parameters so that the standard approach produces a response that
matches the quantum system’s response. (Right) Using the same parameter values,
the pulse intensity is increased to 9 × 1017W/m2, and the standard and quantum
responses no longer match.

The large number of adjustable parameters is not the only problem with the
standard approach. There are some conceptual problems also [16], namely

• the standard equations assume that electrons are strictly bound or free, and
neglect weakly bound states,

• ionization is modeled as an instantaneous rate and therefore contains no memory
of the field, restricting W to a single wavelength even though filaments contain
a broad spectrum,

• and that Kerr and freed electron related phenomena are modeled completely
independently when it is known that they arise from a common origin. Consid-
ering that the relative proportion of Kerr and plasma is probably the weakest



21

aspect of the standard equations, the possibility of independently fitting or
parameterizing the two undermines the whole theory.

These conceptual problems and also the inconsistencies pointed out in Figure
1.1 show the need for better models to describe light-matter interactions for short,
intense laser pulses. The weakest part of the standard equations is concerned with
ionization dynamics and weakly bound states. Describing this properly requires a
quantum description of the atom. This problem is known and has been an active
area of research for the last decade. Some examples of this research are given below
in order to give context to what is presented in this dissertation.

1.2 Research landscape

The inconsistencies within the standard approach are known and many research
groups are pursuing remedies. There have been many different approaches to ex-
tending or refining the current theoretical approach in order to better capture the
time dependent response of an atom in a strong light field. An important inves-
tigation technique used is based on time-dependent Schrödinger equation (TDSE)
simulations of simple yet realistic atoms, such as hydrogen, where the response of a
single atom is probed by an intense short pulse of light and the resulting polarization
or susceptibility is analyzed. The results of these single atom simulations have been
extremely useful in demonstrating the standard approach’s inconsistencies and have
produced results that are in direct contrast to the phenomenological way the standard
approach represents the instantaneous Kerr effect and rate equations for ionization.
For example, Nurhuda et al. [17] found theoretically using atomic hydrogen that the
behavior of nonlinear susceptibility is strongly dependent on the intensity, increasing
linearly until it saturates at high intensities, and that simply extracting a useful set
of parameters to capture this effect that were valid over a large range of pulse inten-
sities was difficult. They came to the same conclusion as was displayed in Figure 1.1,
that extracted parameters were tied to the excitation pulse properties. Later the same
group found [18] that this saturation effect is closely linked to depletion of the ground
state and therefore results from coupling to the continuum, a conceptual picture that
does not exist in the standard approach. The important role of weakly bound states is
also supported by the work of Richter et al. [19] that uses the Kramers-Henneberger
atomic model to investigate the role of highly energetic Rydberg-like states that still
interact with the atomic potential. They found that their interaction with the light
field produced a marked response and cannot be ignored. It has become apparent
that for off-resonant pulse excitation the quantum coherent nature of the light-matter
interaction becomes key, and the distinction between bound and freed electrons em-
ployed in the standard approach has become problematic. Another example comes
from Béjot et al. [20] who used strong-field quantum calculations of hydrogen to reveal
a time-dependent negative Kerr response and showed that the current perturbative
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model of polarizability (third-order + Drude) is missing a substantial additional neg-
ative contribution associated with ionization channel closures, where the minimum
number of photons required to ionize an atom increases by several units as the field
intensity increases [21]. Another example shown by Volkova et al. [22, 23] is that elec-
tron dynamics display a significant nonperturbative character and therefore quantum
mechanical perturbation theory cannot capture the full dynamics. They also showed
[24] using direct TDSE simulations that the polarization response from free electrons
changes the sign of susceptibility.

While these simulations have been instructive, it is unfortunate however that it is
difficult to extract useful parameters (such as susceptibility) to be used in the standard
modeling equations framework for a wide range of laser pulse scenarios. This difficulty
stems from the fact that even if a total quantum mechanical polarization response for
an atom can be calculated, how this response maps onto separate phenomenological
parameters is unclear. The single atom TDSE examples mentioned above demonstrate
that the current light-matter modeling equations are flawed and cannot capture the
more richer picture of the field induced electron dynamics.

Dramatic changes to the standard modeling equations have been attempted in
recent years. Around 2009-2010 experiments were performed [6, 7] that hinted at a
Higher-Order Kerr Effect (HOKE). This effect added more terms to the instantaneous
Kerr effect (1.4) by including higher order susceptibilities in the polarization power
series (1.3). These additional higher order terms were suggested in order to produce a
saturation of the instantaneous nonlinear response at intensities that were still below
where significant plasma is generated. After this many papers were published, both
for and against the addition of higher order instantaneous coefficients. M. Petrarca et
al. [25] showed that higher-order Kerr improve quantitative modeling of laser filamen-
tation. They simulated the propagation of pulses using two models for the refractive
index: the current model which contains only the nonlinear refractive index n2 and
a newer model that includes additional HOKE terms n4, n6, n8 that were measured
from experiment. UPPE was used for propagation and both models include PPT
calculated ionization rate. They saw for short pulses (< 100fs), the HOKE model
produced peak plasma densities for a range of peak laser intensities that are closer
to experiment than the current model. They conclude that instantaneous saturation
of the refractive index n improves qualitative modeling and that this can be done
with only experimentally measured values for index with no adjustable parameters.
There were more papers supporting the inclusion of HOKE terms [26, 27, 28] stating
that the role of recently freed electrons was not as important as once thought. How-
ever, there were also numerous papers against HOKE. Time-dependent saturation of
susceptibility was witnessed by Köhler [29] using 1D and 3D TDSE for hydrogen in-
teracting with short pulses at 800nm. They found that the instantaneous equation for
HOKE could not reproduce the time dependent saturation of the nonlinear response.
Instead they saw that the observed saturation was due to the accumulation of free
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or nearly free electrons. Similar conclusions were found by others both in simulation
and experiment [30, 31, 32, 33]. Regardless of the outcome of the debate, it should
be emphasize that the standard modeling equations are on a fairly weak foundation,
and that a radically new approach to modeling light-matter interactions is needed.

Unfortunately, simply replacing the current medium model with a realistic quan-
tum system is problematic. Numerically solving the TDSE coupled to field prop-
agation equations over the space and time scales relevant to filamentation in gases
poses a formidable computational task that will not be realistic in the foreseeable fu-
ture. Forefront simulations (termed MASP) have appeared [34, 35], where Maxwell’s
equations are coupled to a TDSE simulation with a plasma model to capture freed
electrons that exit the computational boundary. Unfortunately MASP simulations
are limited to very small spatial domains ≈ 1mm3. It may be necessary to even
include many-body effects as simplified models have shown [36] that the many-body
interactions strongly enhance the ionization. There is even evidence that the semi-
classical light-matter interaction picture may not fully capture electron dynamics
when the ground state population is depleted and therefore QED should be used [37].
Although these theories aim to completely capture light-matter interactions, they are
also very computationally expensive and their inclusion in future pulse propagation
simulations is far off.

This dissertation presents progress towards remedying the inconsistencies in the
standard approach and towards the development of a new self-consistent first princi-
ples based medium model that is computationally efficient. The approach presented
here takes the middle road between adding new correction terms to the standard
approach, such as in the HOKE, and implementing a TDSE simulation of realistic
atoms coupled to a propagation simulation like MASP. Instead, a small collection
of exactly solvable quantum systems is studied and although these systems are not
representative of true atoms, their self-consistent treatment of light-induced electron
dynamics will be a helpful guide in the development of better medium models.

1.3 Dissertation organization

This dissertation is based on the collective results of the published papers below. The
material is presented in roughly the same order as the publication timeline, except
that theoretical developments are separated from applications.

• J. M. Brown, A. Lotti, A. Teleki, and M. Kolesik, “Exactly solvable model for
nonlinear light-matter interaction in an arbitrary time-dependent field”, Phys.
Rev. A, Vol. 84, No. 063424 (2011)

• M. Kolesik, E. M. Wright, J. Andreasen, J. M. Brown, D. R. Carlson, and
R. J. Jones, “Space-time resolved simulation of femtosecond nonlinear light-
matter interactions using a holistic quantum atomic model: Applications to
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near-threshold harmonics”, Opt. Express, Vol. 20, Issue 14, pp. 16113-16128
(2012)

• J. M. Brown, E. M. Wright, J. V. Moloney, and M. Kolesik, “On the relative
roles of higher-order nonlinearity and ionization in ultrafast light-matter inter-
actions”, Opt. Lett., Vol. 37, Iss. 10, pp. 1604-1606 (2012)

• M. Kolesik, J. M. Brown, J. V. Moloney, and D. Faccio, “History-dependent
effects in subcycle-waveform strong-field ionization”, Phys. Rev. A, Vol. 90,
No. 3, 033414 (2014)

• J. M. Brown and M. Kolesik, “Properties of Stark resonant states in exactly
solvable systems”, Advances in Mathematical Physics Vol. 2015, Article ID
125832 (2015)

• M. Kolesik, J. M. Brown, A. Teleki, P. Jakobsen, J. V. Moloney, and E. M.
Wright, “Metastable electronic states and nonlinear response for high-intensity
optical pulses”, Optica, 1, 323 (2015)

• A. Bahl, J. M. Brown, E. M. Wright, and M. Kolesik, “Assessment of the
metastable electronic state approach as a microscopically self-consistent de-
scription for the nonlinear response of atoms”, Opt. Lett. 40, 4987-4990 (2015)

• J. M. Brown, C. Shannor, E. M. Wright, and M. Kolesik, “Carrier-wave shape
effects in optical filamentation”, Optics Letters Vol. 40, Issue 5, pp. 859-862
(2016)

• J. M. Brown, P. Jakobsen, A. Bahl, J. V. Moloney, and M. Kolesik, “On the
convergence of quantum resonant-state expansion”, J. of Math. Phys. 57,
032105 (2016)

The rest of the dissertation is organized as follows. Chapter 2 begins the investi-
gation into exactly solvable systems by studying the 1D Dirac-delta potential model.
For this system, the time dependent nonlinear polarization PNL(t) and nonlinear cur-
rent JNL(t) when interacting with an arbitrary laser field F (t) is analytically solved (a
more detailed derivation is presented in Appendix B). Even though this model atom
has been studied for decades, this result is one of the most general and practically
useful advancements, as it allows the 1D Dirac-delta model to be included in pulse
propagation simulations. The derived equations for PNL(t) and JNL(t) are non-trivial
to implement in software, therefore space is given to describe how a fast numerical
library can be developed. Having an exact nonlinear response for a quantum model
is extremely useful in the exploration of nonlinear phenomena and for the validation
of other response models.
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Chapter 3 begins by describing how to integrate the response of the 1D Dirac-delta
model into a pulse propagation simulation. At the time of this writing this was the
first successful pairing of a UPPE propagator and a fully quantum description of the
medium. The first application of the new model is a simulation of the high harmonic
generation spectrum of a laser pulse focused into a Xenon gas jet. The results show
that the model successfully reproduces a qualitatively correct harmonic spectrum and
therefore is well-suited for high harmonic generation simulations. Next, the single
atom nonlinear response is used to investigate the existence of the higher order Kerr
effect (HOKE) nonlinearity, an effect that if true would require large changes to the
understanding and modeling of medium response equations. Given that the 1D delta
model provides a self-consistent nonlinear response with no adjustable parameters, it
is used to show that the proposed HOKE terms are not necessary and that a quantum
medium representation adequately describes what was witnessed in the experiment
that spawned the idea of HOKE. Both of these application reinforce the belief that
even toy models, such as the 1D Dirac-delta potential, are useful in investigating
nonlinear phenomena.

Given that the 1D Dirac-delta model contains only a single bound state and that it
can successfully reproduce qualitative features in HHG, emphasizes that the transition
from bound to continuum states are the dominant origin of nonlinear effects seen
during pulse propagation. In order to better capture this transition, Stark resonant
states are considered in Chapter 4 as a way to describe the ionization process and
weakly bound states, since they represent an electron decaying into the continuum.
Many things are still unknown about resonant states and non-Hermitian quantum
systems, therefore a thorough description of the properties of resonant states and how
to use them as basis functions in time dependent problems is given. Next, two exactly
solvable quantum systems with potentials represented by a 1D Dirac-delta function
and a 1D square well are presented, and all of the quantities necessary to use them
as a medium model are explicitly derived (more detailed derivations are presented
in Appendix C and Appendix D). From these calculations a new Airy function
integration technique is discovered (presented in Appendix A). Comparing the derived
quantities for the 1D Dirac-delta and 1D square well systems, some general properties
that are valid for all resonant state systems are conjectured. These conjectures not
only add to the knowledge of resonant states, but are also useful in extending the
theoretical framework to more realistic atomic potentials in higher dimensions. The
end of this chapter presents an investigation into whether the 1D Dirac-delta resonant
state basis functions form a complete basis.

Chapter 5 presents applications of using resonances as a medium model. The
Metastable Electronic State Approach (MESA) serves as a practical replacement for
the standard modeling equations, in that it captures the light-induce quantum re-
sponse of an atom, but still retains the same computational complexity. This opens
up the opportunity to use a fully quantum description of the medium in pulse propa-
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gation simulations. The next two applications investigate how the quantum medium
models react to the carrier field of a laser pulse and to what extent does the atomic
medium remember the past ionization dynamics. The results show that indeed quan-
tum systems react to the spectrum of the interacting pulse and that for some ex-
periments, such as ionization enhancment through weak seeding, a fully quantum
description of the medium is required. Finally, in Chapter 6, open questions are
discussed.
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Chapter 2

1D Dirac-Delta Potential Model

2.1 Introduction

In extreme nonlinear optics, systems are “automatically attracted” into a regime
where both bound and free electronic states play equally important roles. The model
that we study represents the minimal system that can capture the interplay between
Kerr-like (caused by bound states) and plasma-like (caused by free electronic states)
responses of the medium to the excitation by high intensity optical pulses. Many
properties of this exactly solvable system have been known for quite some time,
such as its eigenstates and resolvent, and the survival probability in the strong field
approximation. Given that the necessary fundamental quantities are known, it is
surprising however that the time dependent current or dipole moment has not been
solved. There are two sides to the results that we present. First, we calculate exact
formulas for the evolution of the current and/or dipole moment in an arbitrary time-
dependent field. Despite the fact that the system has been studied for a long time in
many different context, ours are new results which will greatly extend the utility of
the model as a test-bed system. Second, we have developed efficient implementation
for the induced current formulas. To help an interested reader in their practical
application, we devote significant room to the numerical algorithm.

We envision two main areas in which our results will find practical application. In
simulation of femtosecond filaments, they will allow qualitative-level studies in which
the weakest links in the standard model will be replaced by a self-consistent quantum
model. For high-harmonic generation (HHG) modeling, we present an exactly solvable
alternative to the strong-field approximation. Both, the strong-field approximation
and the model described here have only a single bound state plus a continuum of free
states, therefore the range of physics that they capture is similar. The advantage of
the present approach is that it is an exact solution valid throughout the full frequency
bandwidth, including the fundamental as well as the highest harmonic frequencies.

2.2 Properties

The quantum model we study describes a single particle subjected to a homogeneous
external field and a short-range contact potential. The time-dependent Schrödinger
equation for this “one-dimensional atom” can be written as

i∂tψ(x, t) =
[
−1

2
∂2
x −Bδ(x)− xF (t)

]
ψ(x, t). (2.1)
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Here, B is the strength of the Dirac-delta interaction, and F (t) stands for the intensity
of a time-dependent electric field. Atomic units have been chosen to simplify the
notation. The above equation is merely symbolic unless a proper meaning is given
to the delta potential. The precise Hamiltonian definition (see e.g. [38, 39]) of this
system specifies the contact interaction as a condition which all functions that belong
to the Hamiltonian domain must fulfill, namely

dψ(0+)

dx
− dψ(0−)

dx
= −2Bψ(0), (2.2)

which means that the wavefunctions are continuous, but exhibit a discontinuity in
their derivative. For positive B, this gives rise to a single bound (ground) state

ψG(x) =
√
Be−B|x| (2.3)

with energy Eg = −B2/2. Explicit expressions are known for all continuum (positive
energy) states, as well as for the Hamiltonian resolvent in a static field (see e.g.
[40, 41]).

This toy model has often been utilized as a test-bed in the area of strong light-
matter interaction. As one would expect for an exactly solvable system, it has been
studied for its mathematical properties and physical applications alike. For the math-
ematical aspects, we refer the reader to books on Schrödinger operators [42] and
singular perturbations in differential operators [43]. For its physical implications,
Geltman [44] investigated time-dependent ionization in strong electrostatic fields.
Explicit results for the time dependence of the survival probability of the decaying
ground state were given by Arrighini and Gavarini in [45], and also by Elberfeld
and Kleber [46], who used this system to model tunneling from a quantum well and
derived useful analytic results for an arbitrary time-dependent external field. Caval-
canti et. al [41] described generalizations to higher dimensions and made a connec-
tion between deviations from the exponential decay and long-lived resonances. Two
short-range attractive potentials were used to describe molecular ionization in a static
field [47], and a double delta potential was also studied by Álvarez and Sundaram [48].
Generalization to an arbitrary finite number of delta-potential interactions was given
by Uncu et al. [49] as a model for impurities in GaAs/GaAlAs junctions. Villalba
and González-Dı́az introduced a delta potential into the Dirac equation [50]. Teleki
took advantage of the exact solvability of this system to gain insight into possible
manifestation of higher-order nonlinearity in strong optical fields [51].

There are numerous works in previously published literature which either inves-
tigate one dimensional atom models themselves, or use them as tools to test and
study numerical techniques and theories. Much of this work was done in the context
of stabilization in strong fields [52]. Numerical and eigenstate expansions have been
applied [53], and the Floquet method was also used [54] with the system discussed
here. Approximate ionization rates were calculated in [55], and numerical simulations



29

of photoionization were performed in [56]. More recently, there have been a num-
ber of papers in which various approximate and numerical methods are applied to
one-dimensional systems, such as state-specific expansion [57], Kramers-Henneberger
frame transformation [58] and least-squares fitting of time evolution [59]. This model
also served as a test-bed for numerical simulation techniques [60] and analytic theo-
ries [61, 62].

Collectively, the works referenced above illustrate an interesting point, which per-
haps remains valid in a wider context. Although the model including a short-range
delta potential is formally exactly solvable, it is still far from trivial to extract useful
information from it. Therefore approximate approaches are often utilized, which un-
fortunately goes against the spirit of studying a model system in an exact setting. It
is this fact that provides the motivation for investigating nonlinear phenomena with
an exactly solvable quantum system. Although this concrete system has been studied
for a long time, exact solutions for arbitrary time-dependent external fields were not
published. We present such solutions together with a method to implement them in
software.

The next section is devoted to the derivation of the probability current evolution
for an arbitrary time dependent field. The main result is stated for the current
observable, while analogous expressions for the time-dependent dipole moment are
summarized in the section thereafter. In our final results, we exactly eliminate the
component that is linear in the driving field F (t). The rationale for doing so is
that this model will be used to describe the nonlinear response, while linear medium
properties can be efficiently incorporated using standard approaches. After that we
discuss how to efficiently implement the nonlinear current formulas. Since this work
mainly aims to present new results concerning the delta-function atom model, we
devote a relatively small room to illustrations. These verify that the results based on
the analytic solution coincide with the direct numerical solution of the time-dependent
Schrödinger equation (which requires orders of magnitude more numerical effort),
and that the implementation is robust, stable, and works accurately even in extreme
regimes, such as for high-harmonic generation with long-wavelength driving pulses.
Finally, we briefly discuss various options that our results open for applications in
computer simulation of light-matter interactions.

2.3 Probability current

One of the main difficulties when integrating the time-dependent Schrödinger equation
and Maxwell equations is that the history of a quantum system must be calculated
at each spatial point resolved by the Maxwell solver. This is necessary to extract
time-dependent observables, and it requires resolution of the wave function in space.
Our goal is to eliminate the spatial dimension from the quantum system, and de-
rive expressions directly for the dipole moment and current observables. Elberfeld
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et al. [46] achieved this for the probability that the system remains in the ground
state. We follow the same strategy and extend it for the nonlinear current and dipole
calculations. In this chapter, only the main quantities and steps necessary to solve
for the nonlinear current are presented. A more detailed derivation that includes all
intermediate steps is available in Appendix B.

There are three main insights for solving this problem. The first, is the important
realization that “everything” can be known, at least in principle, if ψ(x = 0, t) is
determined for all times t. The second is that the wavefunction away from the delta
potential is free and moves as a classical particle plus quantum diffusion. The third
is that there are useful cancellations and identities throughout the derivation. These
cancellations are typical of many exactly solvable models and help us to more easily
compute the final result by avoiding calculating quantities that will sum to zero.

The solution for the wave function ψ(x, t) can be cast in the form [46] ψ(x, t) =
ψF (x, t) + ψS(x, t). The first wavefunction ψF (x, t) describes the electron beginning
in the ground state ψG(x) and propagating under the influence of the external field
only with no interaction with the delta potential

ψF (x, t) =

∫ ∞
−∞

dx′KF (x, t|x′, 0)ψG(x′). (2.4)

The Volkov KF propagator can be conveniently expressed through quantities related
to the motion of a classical electron driven by F (t), namely classical position xcl(t),
momentum pcl(t), and action Scl(t). Explicitly,

KF (x, t|x′, t′) = eiφ(x,t,x′,t′)K0(x− xcl(t), t|x′ − xcl(t′), t′) (2.5)

K0(x, t|x′, t′) =
1√

2πi(t− t′)
e
− (x−x′)2

2i(t−t′)

φ(x, t, x′, t′) = xpcl(t)− x′pcl(t′)− [Scl(t)− Scl(t′)] .

Each of these classical quantities can be calculated directly from the field F (t)

pcl(t) = −
∫ t

0

F (τ)dτ (2.6)

xcl(t) =

∫ t

0

pcl(τ)dτ

Scl(t) =
1

2

∫ t

0

p2
cl(τ)dτ.

The second wavefunction ψS(x, t) describes scattering of the electron with the delta
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potential and then propagation in the field F (t)

ψS(x, t) = −i
∫ t

0

dt′
∫ ∞
−∞

dx′KF (x, t|x′, t′) [−Bδ(x′)]ψ(x′, t′) (2.7)

= iB

∫ t

0

dt′KF (x, t|0, t′)ψ(0, t′).

Before beginning the derivation, we would like to point out an important issue re-
garding practical implementation. For an initial condition given by the ground state,
ψF and ψS do not have characteristics representative of the full solution. This means
that significant cancellations occur between the two, which is dangerous numerically.
It is therefore imperative to identify these cancellations and eliminate them before
numerical evaluation.

The observable of interest, which gives rise to current density in Maxwell’s equa-
tions, is the total current contribution from one “atom:”

J(t) =

∫ +∞

−∞
J(x, t)dx (2.8)

where the probability current density

J(x, t) = ={ψ∗(x, t)∇ψ(x, t)} . (2.9)

and can be written as a sum of contributions originating from the two components of
the wave function:

J(x, t) = ={ψ∗F∇ψF + ψ∗F∇ψS + ψ∗S∇ψF + ψ∗S∇ψS} . (2.10)

Before evaluating each of these terms, we will first calculate ψ(0, t).

2.3.1 Integral equation for ψ(0, t)

We see from the equation of the scattered wavefunction ψs in (2.7), that in order to
calculate the total wavefunction ψ(x, t), we must know the full time history of the
value of wavefunction at the location of the delta function ψ(0, t). The value of ψ(0, t)
satisfies the following integral equation

ψ(0, t) =

∫ +∞

−∞
dyKF (0, t|y, 0)ψG(y, 0) + iB

∫ t

0

dt′KF (0, t|0, t′)ψ(0, t′). (2.11)

To proceed, we will use the following ansatz

ψ(0, t) =
√
BA(t)e−iScl(t)+i

B2

2
t, (2.12)
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which is chosen to reduce rapid phase oscillations from the classical action and ground
state energy. Using the ansatz we find the envelope function A(t) to be

A(t) = ψR(−xcl(t), t) +
iB√
2πi

∫ t

0

dt′W (t, t′) exp

[
i(xcl(t)− xcl(t′))2

2(t− t′)

]
A(t′) (2.13)

where W represents a singular integration weight

W (t, t′) =
e+iB

2

2
(t′−t)

√
t− t′ , (2.14)

and the wavefunction ψR is represented as a sum of complementary error functions

ψR(x, t) ≡ e+Bx

2
erfc

(
iBt+ x√

2it

)
+
e−Bx

2
erfc

(
iBt− x√

2it

)
. (2.15)

Equations (2.12) - (2.15) constitute the first step towards evaluation of physical ob-
servables for an arbitrary time dependent field. This integral equation has a singular
kernel, and is in fact closely related to the Abel integral equation [63]. A numerical
solution of such equations requires care, but it can be done efficiently. We defer the
implementation details to a later section, in which we address numerical issues.

2.3.2 Elimination of classical current contributions

Since the transformation of (2.10) to an explicit form is rather lengthy, it is desirable
to simplify this procedure. Importantly, the following reduction also eliminates, to
a large degree, the mutual cancellation between different contributions in the final
result. Let us consider the derivative terms in (2.10), and see that they receive
contribution from two sources. The first is the argument of the free particle propagator
K0 and the second is the phase φ of the Volkov propagator KF . The latter results in
multiplication by the classical momentum pcl(t). After factoring these equations, we
obtain

∇KF (x, t|x′, t) =

[
i (x− xcl(t)− x′ + xcl(t

′))

t− t′ + ipcl(t)

]
KF (x, t|x′, t′) (2.16)

∇ψF (x, t) =

[
i(x− xcl(t))

t
+ ipcl(t)

]
ψF (x, t) (2.17)

and note that both KF and ψF are eigenfunction of the derivative operator with eigen-
values involving classical position and momentum. Using the derivative expressions
and grouping terms multiplied by momentum, we see that J(t) contains

pcl(t)

∫ ∞
−∞

dx {ψ∗FψF + ψ∗FψS + ψ∗SψF + ψ∗SψS} , (2.18)
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where the integral gives unity since it is the conserved norm of the full wave-function.
Thus, all contributions that originate from ∂xe

iφ(x,t,x′,t′) will collectively yield pcl(t)
and do not need to be evaluated explicitly. Moreover, they are linear in F and
therefore not interesting for our purposes. An alternative view of this reduction is
to realize that norm conservation implies an identity that A(t) must satisfy. Because
ψF alone is a product of unitary evolution, its norm is equal to one at all times.
Consequently, other contributions to the wavefunction norm must mutually cancel
giving us a remarkable identity:

〈ψF |ψS〉+ 〈ψS|ψF 〉+ 〈ψS|ψS〉 = 0 (2.19)

which will be used to greatly simplify the calculation of current. Explicitly this
identity is

<
{
− iB−1

∫ t

0

dt1A
∗(t1)×

[
e−Bxcl(t1)erfc

(
(1 + i)(Bt1 + ixcl(t1))

2
√
t1

)
+ e+Bxcl(t1)erfc

(
(1 + i)(Bt1 − ixcl(t1))

2
√
t1

)]}
=

(−1)
3
4√

2π

∫ ∫ t

0

dt1dt2W (t1, t2)e
i[xcl(t1)−xcl(t2)]

2

2(t1−t2) A(t2)A∗(t1)

(2.20)

and is used to reduce the number of expressions that are proportional to the mo-
mentum pcl. In what follows, we assume that either of the two reduction methods
was used in the calculation, allowing us to omit all corresponding contributions. This
amounts to ignoring ∂xφ(x, t, x′, t′) whenever ∂x acts on KF .

Next, we split the calculation of the induced current into terms corresponding to
(2.10). We are only interested in extracting the part of the current which is nonlinear
in the driving field F (t), and we will show how this can be done exactly.

2.3.3 Current contribution JFF

The first term to evaluate the current due to ψF :

JFF = =
∫
dx ψ∗F∇ψF . (2.21)

We know that this term is the electron under the influence of the external field and
that it started in the ground state with zero momentum. Inspecting the propagator
KF we see that the wavefunction will under go free wave-packet spreading, but be
shifted in position and momentum space by their respective classical quantities due
to the field. We therefore assume that the current contribution from this term is
simply the classical momentum value JFF (t) = pcl(t).
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This can be shown by explicit calculation also. We begin evaluating the spatial
integral within ψF , which amounts to two Gaussian integrals, and find its result to
be

ψF (x, t) =
1

2

√
Beixpcl(t)−iScl(t)e

1
2
iB2t ×

[
eB(+x−xcl(t))erfc

(
+x− xcl(t) + iBt√

2it

)
(2.22)

+ eB(−x+xcl(t))erfc

(−x+ xcl(t) + iBt√
2it

)]
(see equations 2.11-2.14 in Elberfeld et al. [46]). With the help of ψR (2.15) we rewrite

ψF (x, t) =
√
Beixpcl(t)−iScl(t)e

1
2
iB2tψR(x− xcl(t), t) (2.23)

and insert it and its conjugate back into JFF and substitute y = x− xcl(t), then the
current contribution is

JFF =

∫ +∞

−∞
dy ψ∗R(y, t)

d

dy
ψR(y, t) + pcl(t)

∫ +∞

−∞
dy ψ∗F (y, t)ψF (y, t). (2.24)

The symmetry in (2.22) with respect to x makes ψR an even function. The first
integrand is then an odd function and results in zero upon integration. The second
integral will be unity due to ψF being a normalized wavefunction. We see again that
JFF (t) = pcl(t) and that it is linear in the field. Since we ultimately aim to use the
nonlinear current in simulations, this term will be neglected since its contribution can
be included with classical equations.

2.3.4 Current contribution JSS

Let us now calculate the current contribution due to the scattered wavefunction ψS

JSS = =
∫
dx ψ∗S∇ψS , (2.25)

and extract its nonlinear part J
(nl)
SS . Inserting the explicit expression we can rewrite

this term, disregarding terms multiplied by pcl(t), as

JSS = =
[
B3

∫ t

0

∫ t

0

dt1dt2A(t2)A∗(t1)I(t1, t2)

]
(2.26)

where I(t1, t2) is the result of the spatial integral

I(t1, t2) =

∫ ∞
−∞

dx
[x− xcl(t) + xcl(t2)]

2πi(t− t1)
1
2 (t− t2)

3
2

ei
B2

2
(t2−t1)e

i[x−xcl(t)+xcl(t2)]
2

2(t−t2)
− i[x−xcl(t)+xcl(t1)]

2

2(t−t1) .

(2.27)
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Note that the classical action phase from the propagator has been absorbed by the
ansatz for ψ(0, t). The integration order was exchanged between (2.25) and (2.26),
which is justified when a small imaginary part is added to the time variable to make
the integral over x convergent for fixed t1,2. The integral is Gaussian, and can be
evaluated directly. We find that

I(t1, t2) =
(−i) 3

2√
2π

W (t1, t2)
xcl(t1)− xcl(t2)

t1 − t2
e

i[xcl(t1)−xcl(t2)]
2

2(t1−t2) . (2.28)

It becomes evident that I is a function of t1,2 but does not depend on t.
To further simplify numerical evaluation, the double integral over the rectangle

(0, t) × (0, t) is split into integration over triangles,
∫ t

0
dt1
∫ t

0
dt2 =

∫ t
0
dt1
∫ t1

0
dt2 +∫ t

0
dt2
∫ t2

0
dt1 . In the latter term, we rename t1 ↔ t2 and verify that the two inte-

grals have complex conjugate integrands. This essentially reduces the complexity of
calculation, but implementing the integrals still proved to be difficult. It was easy to
numerically overflow the exponential terms seen in many of the integrals. Therefore
we found that it was very important to sum as many of the arguments of exponentials
before exponentiating them.

At this point, we can eliminate the linear part of this current contribution. The
classical position xcl(t) is linear in F , therefore we must remove the zero-order part
from the rest of the integrand in (2.26). The first field-dependent contribution from
the exponential in I(t1, t2) is of second order, and A(t) reduces to one for zero field.
In order to remove the linear part of their product, we subtract unity from this
expression which appears when (2.28) is inserted in (2.26)):

e
i[xcl(t1)−xcl(t2)]

2

2(t1−t2) A∗(t1)A(t2)→ e
i[xcl(t1)−xcl(t2)]

2

2(t1−t2) A∗(t1)A(t2)− 1. (2.29)

The nonlinear current contribution from the scattering wavefunction is

J
(nl)
SS = 2=

{∫ t

0

dt1

∫ t1

0

dt2
(−i) 3

2B3W (t1, t2)√
2π

xcl(t1)− xcl(t2)

t1 − t2

×
[
e

i[xcl(t1)−xcl(t2)]
2

2(t1−t2) A∗(t1)A(t2)− 1

]}
.

(2.30)

Similar to the integral equation for ψ(0, t), the integrand is singular when t2 → t1.
Fortunately, the singularity is not stronger, since the classical position difference van-
ishes and the corresponding fraction converges to the classical momentum. Discussion
of the numerical aspects that are important in evaluating this expression is postponed
to a dedicated section.
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2.3.5 Current contribution JFS

To find the current due to the mixed terms, we evaluate the spatial integral

JFS = =
∫ ∞
−∞

dx (ψ∗F∇ψS + ψ∗S∇ψF ) . (2.31)

It is more difficult to calculate, but it simplifies to a rather compact final expression.
Just as with JSS, we will also systematically drop all contribution arising from ∂xφ,
since we have established that their contribution is irrelevant for our purposes.

In this derivation, there are two spatial variables of integration. One is x and
the other is the auxiliary variable originating in the initial state ψG(z). Integration
over z should be executed first, however, integrating first over x gives the same result
with less work. When we insert explicit expressions for the wavefunction components
ψF,S, the integration order is changed such that

∫
dx is done first. Again, the change

of integration order is permissible if we assume a small imaginary part in the time
variable, which makes the integrals convergent. At this stage we obtain

JFS = =
∫ ∞
−∞

dz

∫ t

0

dt1

√
2

π

(−1)
3
4B2

t
3
2
1

e−i
B2

2
t1e−B|z|e

i[z+xcl(t)]
2

2t1 A∗(t1)[z + xcl(t1)], (2.32)

where we have added two expressions coming from ψ∗F∇ψS and ψ∗S∇ψF , respectively,
each contributing the same imaginary part.

Next, we perform integration over the variable z. This is done separately for
z < 0 and z > 0, with each integration resulting in a number of terms containing
error functions of complex arguments. Fortunately, considerable simplification occurs
when the two parts are joined. Since multiple equivalent ways exist to represent the
result, the most appropriate should be chosen with future calculations in mind. In
particular, subtracting order-of-one quantities at large negative and positive times
should be avoided. A compact form suitable for numerical evaluation can be given
using complementary error functions:

JFS = =
{
iB3

∫ t

0

dt1A
∗(t1)

[
e+Bxcl(t1)erfc

(
(1 + i)(Bt1 − ixcl(t1))

2
√
t1

)
− e−Bxcl(t1)erfc

(
(1 + i)(Bt1 + ixcl(t1))

2
√
t1

)]}
.

(2.33)

This is not our final result, since JFS still contains contributions linear in F (t). Note
that the expression in square brackets is an odd function of xcl(t) and by the same
token an odd function of F . Thus, the first-order term of the Taylor expansion in xcl
will be subtracted, in order to cancel the unwanted linear response:

J
(nl)
FS = JFS −=

{
2B3

∫ t

0

dt1xcl(t1)

(
iB erfc

(
(1 + i)B

√
t1

2

)
− 1 + i√

πt1
e−i

B2

2
t1

)}
(2.34)
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where we have again used that as F → 0, A(t) → 1. Expressions (2.33), (2.34)
together with (2.30) constitute our final result. They allow us to calculate the ex-
act nonlinear current induced by an arbitrary time-dependent field F (t). The total
nonlinear current can written explicitly in terms of time integrals as

J (nl) = J
(nl)
SS + J

(nl)
FS (2.35)

where

J
(nl)
SS = 2=

{∫ t

0

dt1

∫ t1

0

dt2
(−i) 3

2B3W (t1, t2)√
2π

xcl(t1)− xcl(t2)

t1 − t2

×
[
e

i[xcl(t1)−xcl(t2)]
2

2(t1−t2) A∗(t1)A(t2)− 1

]} (2.36)

and

J
(nl)
FS = =

{
iB3

∫ t

0

dt1A
∗(t1)e+Bxcl(t1)erfc

(
(1 + i)(Bt1 − ixcl(t1))

2
√
t1

)}
−=

{
iB3

∫ t

0

dt1A
∗(t1)e−Bxcl(t1)erfc

(
(1 + i)(Bt1 + ixcl(t1))

2
√
t1

)}
−=

{
2B3

∫ t

0

dt1xcl(t1)

(
iB erfc

(
(1 + i)B

√
t1

2

)
− 1 + i√

πt1
e−i

B2

2
t1

)}
.(2.37)

2.4 Dipole moment

Evolution of the dipole moment induced by an external field can be calculated in the
same manner as the current. The calculation is somewhat more involved, and the
structure of the final result is also less suitable for numerical evaluation. Since the
current and dipole observables can be converted from one to the other by integration
with respect to time, in practical applications users will likely choose the former.
However, we do want to complete the picture with listing their explicit expressions.

The full dipole moment is decomposed into components analogous to those we
used for the current

P = PFF + PFS + PSS . (2.38)

In order to make the relationship between dipole and current derivations more appar-
ent, we will not eliminate the linear part. The first contribution is obtained utilizing
a symmetry argument:

PFF = xcl(t) , (2.39)

and the PSS component can be written in the following form, which makes it easy to
verify that its time derivative corresponds to JSS as expected:
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PSS = 2<
{∫ t

0

dt1

∫ t1

0

dt2
(−1)

3
4B3W (t1, t2)√

2π
e

i[xcl(t1)−xcl(t2)]
2

2(t1−t2) A∗(t1)A(t2)

xcl(t)(t1 − t2) + xcl(t1)(t2 − t) + xcl(t2)(t− t1)

t1 − t2

}
.

(2.40)

The derivative with respect to the upper integration bound vanishes due to symmetry
of the integrand. If one takes the derivative of the integrand with respect to t, it gives
the expression we have found for JSS. Similarly, PFS can be put in a form which makes
it evident that ∂tPFS = JFS. This term evaluates to

PFS = <
{
iB2

∫ t

0

dt1A
∗(t1)[
e−Bxcl(t1)erfc

(
(1 + i)(Bt1 + ixcl(t1))

2
√
t1

)
[xcl(t1)− xcl(t) + iB(t− t1)]

+ e+Bxcl(t1)erfc

(
(1 + i)(Bt1 − ixcl(t1))

2
√
t1

)
[xcl(t1)− xcl(t)− iB(t− t1)]

]}
. (2.41)

Note that both PSS and PFS contain terms proportional to xcl(t). If these are col-
lected, the identity (2.19) is obtained, which means that their sum is zero and they
can be ignored.

Even with this cancellation, the dipole representation is more difficult to evaluate
when compared to the current. This is mainly due to the fact that time t appears
inside both integrands. If coded as written, this method’s complexity would scale
as N3

t . This unfavorable behavior can be reduced to N2
t with clever programming,

but the resulting algorithm is still more complex than that of the current. This is
why in applications it will be more effective to calculate time-dependent current. If
the dipole moment is required, it can be obtained by integrating along the time axis.
To convert the dipole moment from atomic units to medium polarization, we simply
multiply by ea0N , the product of electron charge, atomic unit of length, and the
number density of atoms per unit of volume. Regardless of the calculation method,
either the current or dipole moment can be used in a pulse propagation simulator,
since they produce equivalent driving terms in the optical evolution equations.

2.5 Implementation and verification

In summary, the procedure used to calculate the current induced by an optical-
frequency pulse characterized by the field strength F (t) consists of
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• calculating the quantities related to the classical electron trajectory: pcl(t),
xcl(t) and Scl(t),

• solving the integral equation for A(t) as specified in (2.12) - (2.15),

• and evaluating the nonlinear current contributions from (2.30), (2.33), (2.34).

If the time-dependent quantities are represented on a grid withNt sampling points, the
computational complexity of this procedure scales as N2

t . Therefore, it is important
to design an algorithm which can be accurate even with a long temporal step.

Integrals with the singular integration weight (2.14) must be calculated in both
the integral equation for A(t) and in JSS. To achieve an acceptable accuracy for time
steps as long as one tenth of the atomic unit of time, the singularity must be treated
analytically. To do this, we calculate an integral of the form∫ t

0

W (t, τ)f(τ)

with a representation of f sampled on a discrete set {τi}. This allows the approxi-
mation ∫ τi+1

τi

W (t, τ)f(τ) =

∫ τi+1

τi

W (t, τ)P (τ)

where P (τ) is an interpolating polynomial of {f(τi)} spanning a vicinity of the interval
(τi, τi+1). We have tested linear and second-order methods, and have concluded that
the first-order method is accurate enough to not warrant restricting the time step.
With the locally linear approximation to f , the integral over a sub-interval is then
given by pre-calculated weights∫ τi+1

τi

W (t, τ)f(τ) = w(t, i)f(τi) + w(t, i+ 1)f(τi+1).

Note that for a regular temporal grid, only a single weight-vector w(i − j) needs
to be stored. The same is true for an order-n method which requires n integration
weight vectors w(n)(k). Explicit expressions for these integration weights depend
on the ground-state energy B2/2, and can be readily calculated in terms of error
functions with complex arguments. The resulting integration algorithm is fast, as it
only requires several multiplications per grid point.

When solving the integral equation for A(t), we evolve the solution along the
temporal axis as the formula suggests. At each point tc, integration over its past,∫ tc−∆t

0
, is performed using the above scheme. This is why the method scales as N2

t .

The same scheme is also applied to the last sub-interval,
∫ tc
tc−∆t

, with the current end-
point carrying the unknown A(tc). The endpoint value then appears on both sides and
can be expressed. The singular integration scheme is also applied to the inner integral
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in J
(nl)
SS . For the outer integral, we have used integration rules of various orders, and

found that a simple first-order scheme is satisfactory. Numerical evaluation of J
(nl)
FS

requires calculation of complex complementary error functions. Because they are
dependent on the classical position xcl, these quantities can not be pre-calculated.
Consequently, an implementation for erf(z) which works in the entire complex plane
is required. For this we have used the Faddeeva package by Steven G. Johnson1.

To verify that our implementation of the nonlinear current produces correct re-
sults, we performed comparisons with solutions obtained from direct numerical simu-
lations of the time-dependent Schrödinger equation (2.1). The delta-function poten-
tial was implemented as a condition specifying the value at the cusp of the derivative
located at the origin as stated by (2.2). The time-stepping scheme was taken from
Visscher [64], and reflecting boundary conditions were used at the edges of the com-
putational domain.

We choose to show an illustration for the time-dependent dipole moment instead
of the current, because dipole moment plots are more intuitive as their low-frequency
components are more prominent and resemble the temporal shape of the driving pulse.
In order to facilitate comparison with the nonlinear component of the induced dipole
moment, the latter was extracted from two simulations that used the same temporal
shape of the driving pulse:

P (nl)(t) = lim
ε→0

[
P ({F (t)})− 1

ε
P ({εF (t)})

]
.

Here, the second simulation occurs at a very low intensity, and represents the linear (in
F ) contribution to the total polarization P . The scaling factor ε reduces the driving
field amplitude to where observed nonlinear effects become negligible. Subtracting
the linear part leaves us with the nonlinear response which can be compared to our
calculations using analytic formulas.

A rather fine grid resolution and short integration step was required for the the
time-domain Schrödinger equation (TDSE) simulation which generated the compar-
ison data sets shown here. We used a numerical grid with the spacing of 0.025
(in atomic units) and 50000 points, and the time-step was only 0.00025 (in atomic
units). Figure 2.1 shows our analytic calculation compared to the TDSE simula-
tions performed with two different domain sizes. Perfect agreement is achieved for
a sufficiently large TDSE domain, verifying that our implementation of the analytic
expressions for the nonlinear current is indeed correct. Deviations only occur when
the TDSE numerical grid is too small to accommodate the spreading wavefunction
in the later stages of evolution. Analytic solutions do not suffer from such finite-size
artifacts thanks to the fact that the spatial variable has been integrated out.

Having verified correctness of the implementation, the question of stability of our
method must be addressed. Because the algorithm mimics evolution of the current

1http://ab-initio.mit.edu/wiki/index.php/Faddeeva Package
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Figure 2.1. (Left) This is the input field that we use for comparing our exact cal-
culations to a TDSE simulation. The wavelength is 1.3µm and the peak intensity is
1018W/m2. (Right) We compare the nonlinear dipole moment using a direction inte-
gration of the TDSE using Visscher’s method (blue and green) to the exact equations
(red). Two domain resolutions are used for the TDSE simulation, where the green
curve was calculated using a higher resolution than the blue curve. From the inset we
see that we have good agreement between methods, given a high enough domain res-
olution for Visscher’s method, which verifies that our derivation and implementation
regarding the exact equations are correct.

components along the time axis, instability could prevent its practical application.
While we have no formal proof that the method is stable, we have observed no indi-
cations of the opposite, even when using extremely long temporal grids containing a
few hundred thousand points. We take this as a strong indication that the numerical
implementation as described in this section is indeed stable.

To complete this section, we want to illustrate the utility of our results for the field
of High-Harmonic Generation (HHG) driven by ultra-intense, femtosecond-duration
optical pulses. Figure 2.2 shows an example of the spectrum of high harmonics in the
nonlinear current driven by an infrared optical pulse. This nonlinear response can
be integrated into a carrier-resolving pulse propagation solver such as UPPE [5] to
model generation, build-up, and subsequent propagation of harmonic radiation.

Importantly, the present quantum model provides a self-consistent alternative to
the several model “functions” that are normally implemented as independent com-
ponents in such simulations. Namely, it provides a mechanism for ionization, it
describes the current due to free electrons, and it also contributes to Kerr-type non-
linearity originating from the ground-to-continuum transition. Moreover, it generates
lower harmonics, including the fundamental, and thus significantly contributes to re-
shaping of the pump pulse. Because our model is an exact solution, there is no
question about all these effects being mutually consistent, which can hardly be said
about the standard modeling equations used in simulations of optical filamentation
and harmonic generation.



42

0 20 40 60 80 100
harmonic order

n
o
n

lin
e

a
r 

c
u

rr
e

n
t 

s
p

e
c
tr

u
m

 [
lo

g
]

1 3 5 7 9

Figure 2.2. High-harmonic spectrum of the nonlinear current induced by a
λ = 1.3µm pulse. The intensity of the driving field was 1018W/m2; constant dur-
ing 13 optical cycles, and with leading and trailing ramps of 4-cycle duration. The
inset shows the detail of the spectrum for low harmonics. Unlike in the strong-field
approximation, low-frequency current and dipole moment components are exact, and
can be included in the Maxwell equation solver as a source which affects the propa-
gation of the pump pulse.

We want to emphasize that while the model requires significant computation, the
numerical effort to evaluate the current formulas is acceptable even for fully spatially
resolved Maxwell-Schrödinger systems. To give at least a rough idea, at the time of
this writing a simple filament simulation may currently take fifty hours. This may
be ten times longer than one using the standard model, but qualitative studies are
indeed feasible.

2.6 Summary

We extend the range of exact results for the quantum model of a one dimensional
particle with a short-range contact potential, moving under the influence of an arbi-
trary time-dependent external field. Specifically, we derive expressions for both the
current and dipole moment, and extract their components that are nonlinear with
respect to the driving field. With applications in mind, we also describe an algorithm
for numerical evaluation, and demonstrate its robust implementation. Typically, a
temporal grid will contain up to ten thousand of points, and a single solution will
take a few seconds. This is indeed a significant effort, but an acceptable price for an
exact solution of a quantum system

Our results are useful in the general area of high-intensity light-matter inter-
actions, where they can be used as a test-bed system for theories and simulation
methods, which describe strongly nonlinear evolution on extremely short time scale.
In particular, in the field of optical filamentation, they serve as a tool to study pos-
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sible improvements to current models, especially the parts concerning ionization and
free electrons. Because the present model, having only one bound state, does not
contribute Kerr nonlinearity originating in the bound-to-bound transitions, one can
combine the standard instantaneous Kerr effect, with frequency-dependent linear sus-
ceptibility, and this one-dimensional quantum system into a self-consistent, qualita-
tive model for femtosecond filamentation. For the area of high-harmonic generation,
the derived current and dipole formulas represent an exactly solvable alternative to
the widely used strong-field approximation. Moreover, they unify treatment of the
pump and harmonic radiation.
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Chapter 3

Applications of 1D Dirac-Delta Potential

Model

3.1 Introduction

We have seen from the end of Chapter 2 in Figure 2.1 that the 1D Dirac-delta model’s
nonlinear response to an intense short pulse contains the Kerr effect and effects due to
freed electrons. It is encouraging that even though this is a simple toy model, the time
dependent atomic response contains the features that one would expect given a short
and intense laser pulse. Furthermore, since we derived the exact response this means
that we have access to a very wide range of harmonics, demonstrated in Figure 2.2,
and that these harmonics are generated in the correct relative ratios to each other.
Despite the familiarity of the responses features and the assurances of an exactly
solvable model, we did not know whether there was something pathological about the
system itself. Given that it has only a single bound state, lives in one dimensions,
and that the shape of the delta potential is far from a real atomic potential, does
that limit the nonlinear phenomena that it can capture? The goal of this chapter is
to detail how we attempted to answer this question by presenting two applications
where we used the 1D Dirac-delta model to success. These applications boosted our
confidence that the model could be taken seriously as an investigative tool with the
hope that it could replace current medium models or, at a minimum, point us to the
parts of the standard modeling equations that are in need of replacement. Since the
inclusion of a fully quantum atomic model into UPPE had not been done before, we
devote a section to explain exactly how we connected the two before we discuss the
two applications.

The first application was to model propagation of a short pulse though a Xenon
gas jet to produce very high harmonics. It was the first time that we used the UPPE
simulator with a quantum media model, and therefore we will describe in detail how
we married the two. We modeled two aspects of an experimental setup in [65]. The
first was the angularly dependent HHG by focusing the beam into the gas jet. The
second, was an XUV frequency comb generator where a short pulse was propagated
multiple round trips in a passive cavity. We found that UPPE using the 1D Dirac-
delta model was able to qualitatively reproduce both the HHG gas jet spectrum and
the frequency comb spectrum.

The second application was to address the open question (around 2011) of the
existence of the higher order Kerr effect (HOKE). We used only the response from
a single atom in a pump-probe scheme to calculate an effective susceptibility. We
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witnessed that unlike in HOKE where higher order nonlinear index terms depend on
instantaneous intensity only, the susceptibility calculated from the 1D Dirac-delta
model remembers the field’s history. This is evident since the susceptibility decreases
when the field is present until it eventually becomes negative due to a large quantity
of freed electrons. We concluded that it is not possible that negative higher order
indexes could account for this time dependent behavior.

3.2 Connecting to UPPE

Before we get to the applications, we must discuss how one would use the nonlinear
response of the 1D delta model in a propagation scenario where the medium is a
gas. In the standard model, there are a number of independent contributions both
in the polarization and in the current density. They include the optical Kerr effect,
ionization in strong fields and a freed-electron density evolution equation, separately
modeled losses due to ionization, avalanche ionization, defocusing effects of freed
electrons, and losses due to freed electrons described in terms of an effective Drude-
plasma model [3].

Our computational approach for simulating femtosecond nonlinear light-matter
interactions reflects the fact that the above mentioned effects are all manifestation
of the single electronic system response to the strong optical field. The goal is to
achieve a unified description, and reduce multiple independent model parameters. In
general, our model involves three components for describing an atomic gas:

• A description of the linear dispersive properties of the gas via a complex-valued
frequency dependent susceptibility χ(ω).

• The 1D δ-potential quantum model for modeling the nonlinear current J due
to ground state to continuum transitions. This will incorporate the effects of
ionization, HHG, and ionization induced absorption and refraction in a holistic
fashion.

• A Kerr-like nonlinearity and associated nonlinear polarization P to capture
the nonlinear optical response due to the ground state to excited bound state
transitions. This will contribute processes such as four-wave mixing, self-phase
modulation, and self-focusing. (For a molecular gas we may also add a time-
delayed nonlinear response to capture Raman effects)

The three medium components χ, J, P are coupled into the field-propagation equa-
tion which encompasses all frequency components from the fundamental to high har-
monics. While we use the Unidirectional Pulse Propagation Equation, we emphasize
that this approach may be implemented with any pulse-propagation simulator that
resolves the carrier wave of the optical field.
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3.2.1 Linear dispersive properties

Inclusion of the linear dispersive properties of the medium over the full span of har-
monics is important to properly incorporate the phase-matching and re-absorption
that affect the spatial evolution of the generated harmonics. In our spectral solver
this does not present a problem as long as suitable data is available for the index
of refraction and absorption properties in a sufficiently wide spectral range. The
medium is characterized in terms of the linear complex susceptibility χ(ω), and
the pulse propagation method utilizes this information in the propagation constant
kz(ω, k⊥) =

√
ω2(1 + χ(ω))/c2 − k2

⊥ at each frequency or wavelength resolved by the
numerical simulation.

3.2.2 Quantum atomic model for the nonlinear response

The integration with the pulse propagation solver is in principle the same as for any
other nonlinear medium response. Having calculated the evolution of the optical field
up to a given propagation distance, the history of the electric field at a given point in
space is converted to the external field F (t) in atomic units. This drives the quantum
system, and the induced current is computed from the equation (2.37). The nonlinear
current is next converted from the atomic units, and multiplied by the number density
atoms at the point in space. The resulting macroscopic current density is included in
the right-hand-side of the UPPE equation. We remark that since we only incorporate
the nonlinear current from the quantum model into the UPPE, we do not double-
count by erroneously including linear properties from the 1D atomic model. Also
note that it is not an option to retain the linear part of the model’s response instead
of χ(ω) introduced in the previous subsection. This is because in a real medium
χ(ω) originates in virtual transitions among a large number of states, and it would
be difficult to model this from first principles. The linear susceptibility arising from
our 1D atomic model is far too simplistic to capture the chromatic properties of a gas
to any realistic degree.

We would like to illustrate that our 1D δ-potential atomic model displays features
for HHG that are qualitatively similar to those obtained using the strong field approx-
imation applied to the more exact 3D Hydrogen-like atomic model. To this end Figure
3.1 shows an example of a harmonic spectrum of the nonlinear current induced in the
1D model atom for an ionization potential of 12 eV, characteristic of Xenon, and a
ten-cycle pulse of center wavelength λ = 800nm and peak intensity1.5 × 1018W/m2.
This harmonic spectrum exhibits the characteristic high-harmonic generation plateau
with a high frequency cut-off. The cut-off predicted by the formula from the stan-
dard HHG model [66, 67, 68] is indicated by the arrow in Fig. 3.1 for our parameters.
Furthermore, the harmonic spectrum includes the 9th harmonic which occurs near
the ionization potential up to around the 40th harmonic, and thus constitutes an ex-
ample of near-threshold HHG where the generated harmonics straddle the ionization
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Figure 3.1. High-harmonics in the spectrum of the dipole moment induced by a
pulse at λ = 800nm. The intensity was 1.5× 1018W/m2, kept constant over duration
of ten optical cycles. The arrow marks the location of cut-off energy calculated for
these conditions.

energy. What is shown in Fig. 3.1 is the spectrum of the nonlinear polarization P
that appears in the Maxwell equations and not the spectrum of the radiation actually
generated. Importantly the harmonic spectrum shown is exact, within the context of
our 1D model, over the whole frequency range and in particular at low frequencies.

Finally we point out some pros and cons of our 1D model versus the strong-field
approximation. The strong field approximation is often utilized in numerical atomic
simulations of HHG, and describes the 3D atomic system in terms of a single bound
state, the ground state, and a continuum of free electron continuum states [67]. In
this sense it addresses a similar spectrum of electronic states as our 1D model, albeit
in 3D. A distinct advantage of the strong field approximation is that it can in principle
be used for an elliptically polarized driving field, whereas our 1D model is restricted
to linear polarization. On the other hand, ours is an exact solution of a well-defined
system, and as such it is valid throughout the whole frequency spectrum. Unlike the
strong field approximation, it accounts for “all electron trajectories” not only those
that give rise to the harmonic radiation. In particular, the low-frequency components
of the nonlinear current response affect the propagation of the driver pulse through
ionization, defocusing by freed electrons, ionization losses, and the nonlinear focusing.

3.2.3 Nonlinear Kerr effect

The δ-potential atomic model only incorporates the nonlinear contribution of ground
state to continuum transitions. To capture the nonlinear contribution of virtual
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ground state to bound state electronic transitions we include a term representing the
nonlinear Kerr effect of the form

P (t) = 2ε0n0n2E
2(t)E(t), (3.1)

where n2 is the nonlinear index and n0 is the linear refractive index. This effect
enters the propagation equation via the nonlinear polarization term, and gives rise to
self-focusing and a cascade of lower-harmonic radiation.

3.3 High harmonic generation

Given that we now know how to include the three medium components χ, J, P , we
now investigate high harmonic generation from a Xenon gas jet. As mentioned before,
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Figure 3.2. Real (dark lines) and imaginary (red line) parts of the linear suscepti-
bility of Xenon as employed in the numerical simulations. The vertical dashed lines
mark the fundamental wavelength of the fundamental field at 800 nm, and several of
its harmonic are also indicated.

in order to use Xenon as part of our medium model, we need its linear optical proper-
ties. Figure 3.2 shows the real (solid dark line) and imaginary (red line) parts of the
susceptibility as functions of the angular frequency of the electromagnetic field. To
create the data set displayed in Figure 3.2 we have combined Xenon data downloaded
from http://henke.lbl.gov/optical constants/ with the refractive-index parameteriza-
tion obtained from [69] to create a tabulated representation of the linear susceptibility
over a range of frequencies that spans the fundamental at 800 nm wavelength up to
its 35th harmonic. Note that with the real and imaginary parts of the susceptibility
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function coming from separate sources, and with no absorption data available for pho-
ton energies below 10 eV, our parameterization does not satisfy the Kramers-Kronig
relations. At the time of this writing, better data was not available. Nevertheless,
while not a perfect model of the Xenon gas for all frequencies this data set employed
serves as an illustration example in which all electromagnetic frequencies are treated
on the same footing by the propagation solver, which operates on the full electric
field. Generally the accuracy of the linear propagation will be limited by the quality
of the available data for the linear susceptibility.

3.3.1 HHG in a xenon gas jet

The incident pulse in each case is Gaussian in space and time with pulse duration
tp = 85 fs and center wavelength of 800 nm, and focused spot size w0. We model
the Xenon gas jet as a vertical column which is tapered along the propagation or
z-axis according to the jet pressure profile indicated by the dotted line in Figure 3.3.
This pressure or density profile has a constant region of length L = 200 µm between
z = 100 − 300 µm and tapers off on each side of this region. For the examples, we
used 20 Torr for the maximal pressure in the gas jet. The input beam is focused at
z = 100 µm close to the entrance (case A) and close to the exit (case B) of the gas
jet. The variation of the on-axis intensity along the z-axis is illustrated in Figure 3.3.
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Figure 3.3. Gas jet profile and on-axis intensity for a beam focused at the entrance
(case A) and at the exit (case B).

We now present fully resolved simulations of pulse propagation and harmonic
generation. As a means to present our results we have chosen to plot the angularly
resolved spectra for selected harmonics as they propagate through the gas jet. Such
spectra have previously been utilized in both numerical simulations and were mea-
sured experimentally [70, 71]. For example, with reference to Figure 3.4, each panel
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shows a color encoded plot of the spectral intensity (red being maximum and blue
minimum) as a function of the transverse wavenumber representing angular spread
along the horizontal axis, the center corresponding to zero propagation angle, and
frequency along the vertical axis for the harmonic indicated. In particular, the fre-
quency axis in each panel is centered on the harmonic order and has a spread of one
half of the harmonic spacing. The results are arranged into a (3× 3) array of panels,
the panels are arranged vertically according to the propagation distance into the gas
jet, the top panel being the entrance and the bottom panel the exit of the gas jet,
and the panels are arranged horizontally from left to right for harmonic orders 9, 11
and 13.

Figure 3.4. (Left) Focus at gas jet exit. (Right) Focus at gas jet entrance. Angularly
resolved spectra of the 9th, 11th, and 13th harmonics at three different propagation
distances through the gas jet. Each panel shows a frequency region (vertical axis)
corresponding to one half of the harmonic order, centered at the given harmonic
frequency. The horizontal extent of each panel corresponds to the transverse wave-
number and thus represents the angle of propagation.

The calculated angularly resolved spectra are shown in Figure 3.4 for (left) focus-
ing at the exit, and (right) focusing at the entrance of the gas jet, and we note that
there is a marked difference between the angularly resolved spectra for the two cases.
This is consistent with general expectations based on phase-matching [72, 73, 74].
For example, on-axis phase-matching requires cancellation between the accumulated
Gouy phase-shift and the accumulated atomic phase-shift due to the quantum path
taken by the electron. The Gouy phase-shift is a positive quantity whereas the quan-
tum phase is proportional to the z-derivative of the incident beam intensity due to
the dependence of the quantum phase on the electron quiver energy, which is positive
for case (a) with the beam focused at the exit, and negative for the case (b) with the
beam focused at the entrance to the gas jet. Thus on-axis phase matching is not a
possibility for the case (a) with the input beam focused at the exit, whereas phase-
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matching is a possibility in case (b) with focusing at the entrance to the gas jet. The
difference in the angularly resolved spectra evident for cases (a) and (b) in Figure 3.4
may thus be traced to expected differences in phase-matching conditions [73].

If we further examine the angularly resolved spectra at the exit of the gas jet,
shown as the lower set of panels in Figure 3.4 for cases (a) and (b) we observe further
consequences of the different phase-matching conditions: For case (a) for which strict
on-axis phase-matching is not possible we see that the off-axis HHG emission is more
significant with respect to the on-axis emissions for each harmonic order than for case
(b) where on-axis phase-matching is possible. This is particularly pronounced for the
13th harmonic where case (a) is dominated by off-axis emission whereas case (b) is
dominantly on-axis emission. So the results of our simulations are compatible with
expectations based on on-axis phase-matching [72, 73].

3.3.2 HHG in a femtosecond enhancement cavity

As a final illustration, we show results for harmonic generation in a xenon gas jet
placed inside a passive femtosecond enhancement cavity (fsEC). This experimental
configuration has been demonstrated as a means to generate XUV frequency combs
with the harmonic light being generated at each cavity round trip [75, 76]. In this
geometry the ionized gas jet behaves as a nonlinear medium at the focus of a 6m ring
cavity. A pair of 15cm radius of curvature focusing mirrors lead to an intracavity
spot size of w0 = 15µm within the jet. The fsEC has a 1% input coupler that allows
pulse energy enhancement over 200 times relative to the incident pulse train leading
to peak intensities in excess of 1×1014 W/cm2 when the gas jet is off. The harmonics
are coupled out of the cavity using a thin sapphire plate, aligned at Brewster’s angle
for the fundamental pulse, and resolved spatially by reflection from an XUV grating.

For initial conditions in these simulations, we have utilized a previously calculated
temporal profile of the pulse just before it enters the gas jet. This pulse profile was
obtained from a 1D steady-state calculation of the fundamental pulse building up
inside the fsEC in the presence of the xenon gas and includes the effects of cavity
dispersion. The high nonlinearity of ionization leads to chirped pulses circulating in
the cavity and limits the achievable intensities in this geometry. Details of this model
and its implications for HHG in a fsEC can be found in Ref. [77].

Yet another modification of the current model consists in including the surviving
plasma in the jet based on the estimated levels calculated in [77] . Because the 20
ns cavity round-trip time is too short for the plasma to decay entirely, the pulse
propagating through the jet experiences defocusing due to electrons freed during the
previous passes. These electrons have been liberated from their parent atom for a
sufficiently long time, and have equilibrated into a true plasma (note that the free-
electron states included in the quantum model that drives the pulse propagator are of
different nature: they did not have enough time to thermalize, and their interactions is
mainly with the nearby parent ion). Therefore, the influence of the plasma remnant
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can be included within the linear chromatic properties of the gas. Here we also
assume that the diffusion resulted in a nearly homogeneous spatial distribution of free
electrons, and the corresponding modification of the refractive index is constant over
the cross-section of the beam. Of course, the spectral nature of our pulse propagation
solver allows us to endow this susceptibility contribution with the correct frequency
dependence: χ(ω) ∼ −ω2

plasma/ω
2.

Figure 3.5 shows simulated and experimental spectra of harmonics from 7th to
15th. While details of relative strength of harmonics 9th to 15th depend on the
exact placement of the beam focus with respect to the center of the jet (compare the
two panels on the left), and on the absorption included in our simulation (compare
full and dashed lines), we see that harmonics 11 and 13 are the most pronounced,
and that harmonic power starts to decrease at harmonics 15th (there are many more
harmonics generated, but are not discernible on the linear scale of this figure). This
is compatible with the spectrum recorded in the experiment. On the other hand, the
simulated 7th harmonic seems to be too strong. We think that this is mainly due to
the fact that the model susceptibility of the gas has no absorption at this wavelength
(this is due to limited frequency extent of the available data, see the red line in Figure
3.2). The effect of medium absorption is indeed clearly visible in the 9th harmonic
where our model absorption data exhibit a maximum. These results make it thus
evident that it is important to obtain as realistic as possible a data set for both the
index of refraction and absorption of the gas.
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Figure 3.5. Harmonic spectrum calculated (left panels) for conditions reflecting
those in the femtosecond enhancement cavity. Dashed and full line compare results
for simulation with and without inclusion of losses. Left most panel: beam focus at
the “entrance” into the gas jet. Middle panel: beam focus at the “exit” from the gas
jet. Experimental spectrum shown in the right panel, with an account for the grating
efficiency.

We certainly did not expect that the simplistic one-dimensional quantum model
put forward here could qualitatively reproduce many of these experimental results.
However, we saw the above comparison as very encouraging — it showed that the
model, especially when coupled with good-quality dispersion and absorption data for
the gas, can serve as a practical tool to study the qualitative trends that govern the
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nonlinear interactions that span the frequency range from infrared to high harmonics.
The results boosted our confidence in the use of simple, exactly solvable models to
model high harmonic generation experiments.

3.4 Higher-order Kerr effect

Around 2010 and for a number of years after, the higher-order Kerr effect (HOKE)
for molecular gases [6, 7] was a topic of particular contention in the nonlinear op-
tics community. The claims of HOKE were that the ultrafast nonlinear changes in
refractive index are higher than linear in intensity, that it changes sign (becoming
negative) for high enough intensity, and that it can occur before significant densities
of freed electrons (or plasma) appear. Observations of HOKE proposed a revision to
the accepted paradigm for femtosecond filamentation [78], suggesting that the role of
plasma in filaments is not as important as previously thought. A number of papers
followed, both supporting (e.g. [26, 27, 28]) and rejecting (e.g. [30, 31, 32, 33]) this
view.

Since we had recently derived the exact time-dependent current for the 1D delta
potential model, we saw this as an opportunity to use the model as an investigative
tool. Perhaps such a simple, yet self-consistent model could illuminate whether the
claims of HOKE were valid. Up until then there had been relatively little theoretical
elucidation of its microscopic origins. Teleki et al. [51] studied nonlinear refraction
in gases using a 1D atomic model and found nonlinear refraction akin to HOKE
in the quasi-static limit, but conjectured that plasma defocusing would effectively
mask HOKE. In contrast, Brée et. al [28] found that HOKE can precede significant
ionization based on the nonlinear Kramers-Kronig relations applied to multiphoton
ionization of the atoms. Volkova et al. [22] performed 3D quantum simulations of a
silver atom and concluded that they found no reason to modify the existing paradigm
of filamentation.

It was suggested that HOKE arises precisely from ground-continuum atomic tran-
sitions, where ground-bound state transitions yield at most a saturable self-focusing
nonlinearity. Since the 1D delta model contains only a single bound state, it provided
a means to assess whether ground-continuum atomic transitions could produce the
features of HOKE, and we found that it could not. However, we did find evidence that
signatures of a higher-order nonlinearity could be found in the low-order harmonics
of the pump center frequency. Another reason to use the 1D delta model is that we
have an exact equation for the nonlinear current, making it immune to numerical
issues. To compare, the 3D atomic quantum simulations, e.g. Ref. [18, 22], involved
separating the nonlinear response from the much larger linear response in the full
optical response. Such a procedure could be prone to numerical issues and careful
attention to simulation parameters must be taken and convergence studies must be
made.
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Our diagnostic approach involves a pump-probe scheme with the electric field
profile shown in Figure 3.6. Specifically, the 1D atomic system is driven with a
strong pump pulse that has a region of constant intensity, and linear leading and
trailing edges. At the same time, the system is exposed to a much weaker probe, the
duration of which exceeds that of the pump. In this way we may sample the system
response at times before, during, and after the pump pulse. Physically, our goal is to
extract the effective susceptibility experienced by the probe due to the modification
of the medium by the strong pump.
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Figure 3.6. Electric field of the pump−probe waveform. The probe (λ = 450nm)
appears as a weak background with the duration extending before and after the much
stronger pump pulse (λ = 800nm).

The time-dependent susceptibility is defined operationally through the following
procedure: For a given temporal profile of the electric field E(t) = Epump(t) + Epr(t)
we calculate the nonlinear current J induced in the 1D atomic system using the exact
solutions [79], then a second calculation is done with the pump alone. The difference
of the two is therefore the response of the pump-affected system to the probe:

Jpr(t) ≡ J(Epump, Epr)− J(Epump, 0) ≈ δJ

δEpr
Epr . (3.2)

For high intensities J(t) exhibits rich spectra including high-harmonics (see Figure
3.7), but here we concentrate on the response around the frequency of the probe itself.

From the current probe response Jpr(t) we extract the component Jfilt(t) cor-
responding to frequencies in the vicinity of the probe center frequency by apply-
ing a filter in the spectral domain with a bandwidth of one quarter of the center
frequency. Having isolated Jfilt(t) from its background, the polarization response
Pfilt(t) is obtained by integration in time. This then serves to define the effective
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Figure 3.7. Log-scale spectrum of the nonlinear current, log10(|FT{J(t)}|2), with
the inset showing its high-harmonic extent. The effective susceptibility is extracted
from the vicinity of the fundamental probe frequency marked by a rectangle. Another
interesting quantity is the ratio between the third- and fundamental-frequency powers
indicated by the arrow.

nonlinear optical susceptibility by dividing the complex-valued analytic signals of the
nonlinear polarization and probe (i.e. quantities for which Pfilt(t) = Re{Pfilt(t)},
Epr(t) = Re{Epr(t)} ):

∆χ(t) ≡ Pfilt(t)/Epr(t) . (3.3)

The real part of this susceptibility reflects the time evolution of the nonlinear re-
fractive index experienced by the probe. Note that this is a way to characterize a
single atom response, and that propagation effects (i.e. phase matching) also affect
the actually generated radiation.

If we denote by Isat the intensity at which HOKE starts to manifest itself, then
for peak pulse intensities I < Isat we expect that the effective susceptibility will be
proportional to the local pulse intensity. This case is illustrated qualitatively by the
dashed line in Figure 3.8 for HOKE behavior shown on the left and for the pump probe
pulse in Figure 3.6. In the first scenario in which HOKE can indeed manifest itself
before ionization occurs, then for I > Isat the qualitative variation of the effective
susceptibility with time should take the form shown as the thin solid line in Figure
3.8: The characteristic dip in the time variation of the time-dependent susceptibility
appears since for I > Isat HOKE should depress the nonlinear susceptibility for the
highest intensities in the pulse. For even higher intensities I > Ic, Ic being the
intensity at which the HOKE reverses sign, the time variation of the susceptibility
takes on the generic form shown as the thick solid line in Figure 3.8.
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Figure 3.8. Qualitative schematics of the effective time-dependent susceptibility
(right) in a system with an instantaneous HOKE-like nonlinearity (left). Bat-ear
features appear at both leading and trailing edge of the pump pulse for a sufficiently
high intensity.

In contrast, for the second scenario in which a combination of the standard Kerr
effect plus defocusing due to ionized electrons provides a qualitative model, we would
expect to see that the nonlinear susceptibility would increase monotonically in time
until ionization occurs after which the nonlinear susceptibility would decrease mono-
tonically until the pump pulse terminates. After the pump pulse, a negative suscep-
tibility persists as long as the freed electrons remain. For low intensities such that
ionization does not occur the time variation should be the same as the dashed line in
Figure 3.8.

Next we turn to which of the above two scenarios best reflects the results of our
exact simulations based on the 1D atomic model for the nonlinear current and po-
larization. Figure 3.9 shows that we observe the second or standard scenario. While
at lower intensities the susceptibility follows the intensity envelope of the pump as
expected for the Kerr effect, the almost linear decrease with time for higher intensities
is clearly due to increasing number of “freed electrons” which produces defocusing
or negative nonlinear refraction. Importantly, this behavior is qualitatively inde-
pendent of the ionization energy of the system. That is, for higher Eg the system
exhibits weaker nonlinearity, and the ionization onset occurs at higher intensities.
Our pump-probe diagnostic based on the 1D atomic model does not exhibit signifi-
cant manifestations of HOKE in the frequency band of the probe field, in agreement
with the conclusions arrived at based on the 3D atomic simulations of Ref.[22].

From the above observations it seems that the effective susceptibility could be
well approximated by the model currently used in filamentation modeling. At the
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Figure 3.9. The effective time-dependent susceptibility experienced by the probe
at lower (left) and higher (right) pump intensities. Data shown for the ground-state
energy of Eg = 10eV. The same qualitative behavior is observed for other Eg values.
Labels (Kerr, free electrons) indicate main contributing effects.

same time, it has been shown that the nonlinear behavior of this model in the quasi-
static regime deviates from the Kerr effect [51], raising the question of whether any
signatures of higher-order nonlinearity can survive?

The answer is in the affirmative, and can be readily deduced from the example in
Figure 3.7 which shows that the peaks corresponding to the fundamental and third
harmonic frequency have different heights. This is incompatible with the standard
instantaneous Kerr effect plus the Drude plasma-like response from free electrons, and
thus signals the influence of higher-order nonlinearities. Indeed, the Drude plasma
does not contribute to the third harmonic at all, and the ratio between the spectral
power of the fundamental and the third harmonic due to Kerr effect must be one.
To see this, consider a local field E0 cos (ωt), for which the instantaneous Kerr polar-
ization would be P = ε0n̄2NaE

3
0 cos (ωt)3, and the corresponding nonlinear current

density is obtained as J = ∂tP = 3/4ε0ωn̄2NaE
3
0 [cos (ωt) + cos (3ωt)], showing that

the ratio between the strength of the third and the fundamental harmonics of the
nonlinear current is one (while it is 1/9 in the nonlinear polarization). Note that
the effective susceptibility only describes the source that appears in the Maxwell‘s
equations, and not directly the generated radiation.
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3.5 Summary

The 1D Dirac-delta model has proven useful for investigating and qualitatively repro-
ducing nonlinear optical phenomena, such as HHG. Due to its self-consistent treat-
ment of these phenomena, the model is also useful for pointing out inconsistencies
in newly proposed theories, such as HOKE. The key advantages of the model are
that we have an exact solution and that it is possible to incorporate it as part of a
medium model into a carrier resolved propagator, such as UPPE. It is really a strong
advantage to be able to use a quantum model during propagation, since we can test
which phenomena arise from the atom itself or come from propagation effects alone.
Since the model is conceptually simple in that there exist only a single bound state,
we can confidently say that witnessed nonlinear phenomena are only due to bound to
continuum transitions and the density of freed electrons. The ability for us to investi-
gate the origin of these effects was crucial in building our intuition of how microscopic
mechanisms manifest themselves at the laboratory scale.

We saw that the 1D Dirac-delta model reproduced the HHG spectrum generated
in a Xenon gas jet experiment. The ability of the model to produce a wide range of
harmonics, while still accurately reproducing the low frequency portions gives it an
advantage over the traditional strong field approaches. We were encouraged to see
that when coupled with a good linear model that the 1D Dirac-delta could be a useful
tool for guiding HHG investigations.

We found that the 1D Dirac-delta model suggest that higher order nonlinearities
exist, but together with the effects from plasma. Consequently, the HOKE cannot
have the consequences that made it such a hotly debated topic. We demonstrated
that the effective susceptibility calculated from an instantaneous HOKE equation
did not match the one from the 1D delta model. Furthermore, the instantaneous
HOKE susceptibility lacked any signs of the accumulation of freed electrons, which
was visible in the extracted susceptibility from the 1D Dirac-delta model. This comes
from the fact that a quantum model retains memory of the past ionization dynamics.
We will explore this idea of “memory” in Chapter 5 and attempt to gauge how large
of an effect it has on the nonlinear response.
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Chapter 4

Resonant States

4.1 Introduction

We saw in Chapter 3 that even though the 1D Dirac-delta model’s response can come
only from bound to continuum transitions, it faithfully reproduced the qualitative
features seen in HHG experiments. This means that this transition dominates the
nonlinear response, and we should therefore attempt to better capture the process
of ionization when designing a medium model. We also wondered how important is
the quantum system’s memory of past field values in the generation of the nonlinear
response? We saw when comparing the HOKE susceptibility to the delta model’s
that there was a large qualitative difference in the time dependent shape. This hints
that there are electron states that remember the past ionization dynamics.

Resonant states encapsulate the quantum coherence between the bound and free
states since they directly describe the flow of electron probability to and from the
continuum. We know that electrons are neither fully bound or free in the presence of
an external field, but are instead weakly-bound. We thought it was worth pursuing
the question of whether resonant states would provide a natural theoretical framework
to describe the ionization process.

Resonant states have been used to solve a wide range of problems in the fields
of nuclear physics [80, 81], quantum chemistry [82], nonlinear optics [51, 83, 84] and
semiconductor physics [46, 85]. They can also be used to model leaky optical waveg-
uide modes [86]. Despite their widely recognized utility, relatively little is known
about their general properties since they do not live in the familiar Hilbert space as-
sociated with Hermitian quantum mechanics [87]. The properties and issues that are
less well-understood than in Hermitian quantum mechanics include inner products,
normalization and completeness [88, 89, 90, 91, 92, 93, 94, 95], complex expecta-
tion values [96, 97] and their physical interpretation [98]. Despite the mathematical
difficulties related to their applications, resonant states do contain valuable physi-
cal information and it is important to investigate systems that could provide some
guidance.

Beyond developing a deeper understanding of exactly solvable systems, the ad-
ditional motivation for this investigations is in the use of resonant states as a basis
for time dependent Schrödinger evolution, with applications in modeling electron
ionization and nonlinear polarization due to a time varying optical pulse field [83].
Detailed study of exactly solvable systems with Stark resonant states brings multiple
benefits. First, having explicit expressions for complex-valued observables and the
ability to study their field- and time-dependence gives intuition of how one maps
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these complex values and open-system dynamics back to the real expectation val-
ues and the norm-preserving evolution found in Hermitian quantum mechanics of a
closed system. Such a connection is crucial for applications in nonlinear optics (e.g.
[83, 99, 100]). Secondly, the ability to compare different resonance systems may in-
dicate which properties or relations are universally valid or common to all resonance
systems. This topic is discussed in Section 4.5, where for example, we have witnessed
in numerical simulations a field-dependent relation connecting the expectation values
of the gradient of the atomic potential to the resonant state pseudo-norm for one-
and three-dimensional systems. Such universal properties not only expand the knowl-
edge of what is known about resonant states, but are also quite useful in numerical
simulations.

In this chapter we begin by presenting some general properties that are true for
all resonant states. We define a generalized inner product that is based on a specific
contour. This generalized inner product is used extensively to regularize divergent
integrals found throughout the theory. Using this theoretical framework, we apply it
to two exactly solvable systems: the 1D Dirac-delta function potential and the 1D
square well potential and derive all the necessary expressions to use their resonant
states as a way to calculate the time dependent dipole moment from an arbitrary
field. Based on what we learned from calculating the quantities for the two concrete
cases, we can conjecture some general properties that are true for all resonant systems
with piecewise constant potentials, and possibly true in general of all resonant state
systems, even in higher dimensions. We end with a discussion of the completeness of
the 1D Dirac-delta potential system.

4.2 General properties

In this section, we give some background of the class of Hamiltonians that we want to
investigate. We begin with a 1D Hamiltonian that is parameterized by the strength
of the external field F

H(F ) = −1

2
∇2 + V (x)− xF, (4.1)

where the function V (x) represents the atomic potential. To study the Stark reso-
nances, one usually assumes outgoing wave boundary conditions at x→∞ and seeks
solutions of Hψk = Ekψk where Ek is the eigenvalue. With outgoing boundary con-
ditions, the system is open as the particle can escape toward x→∞ and the operator
H is non-Hermitian. Therefore the energy Ek, along with many other observables,
are complex-valued. Without Hermiticity, we lose many of the guarantees of Hermi-
tian quantum mechanics, such as conservation of the number of particles, real-valued
observables, square integrable wavefunctions, etc. There is not yet a full consensus
on how to handle and interpret many of these quantities, including normalization and
inner products.
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Due to the non-square-integrable character of wavefunctions ψk, the standard in-
ner product and normalization prescriptions do not apply, since the integrals normally
used to calculate them are divergent. Some regularization method must be used, and
a number of approaches can be found in the literature [88, 91, 101]. However, it is
important to appreciate that there may not be as much choice as it may seem in
how the Stark resonant states should be normalized. For example, if a resonant-state
expansion of a Green’s operator exists, the eigenstates appear in it with a definite
“norm” [102]. In what follows we utilize bi-orthogonality of the Stark resonant sys-
tem, and obtain the eigenstates with such preferred normalization factors.

Θ

a
<{z}

={z}

Figure 4.1. The contour C (red) in the complex plane that serves as a “complexified”
spatial axis in a model of an open quantum system in which a non-Hermitian Hamil-
tonian (4.1) acts in the space of functions defined along the contour. Both smooth
and piece-wise linear contours are admissible for our purposes. In this example, the
domain of the Hamiltonian would be specified by requiring that f(a−) = f(a+), and
that an analogue of the Cauchy-Riemann condition, f ′(a−) = e−iΘf ′(a+), is satisfied
for derivatives along the contour for all f ∈ D(H). We also assume that the potential
V (x) has a compact support with a “radius” smaller than a, so that non-analytic
potentials can be considered.

We consider the Hamiltonian H to act on functions living on a complex contour C,
where the contour follows the real axis in the vicinity of the atom, and then deviates
from the real axis far from the origin. To select the space of outgoing wavefunctions,
the contour departs into the upper complex plane as x → ∞. The shape of this
contour is inconsequential, except its property that it approaches infinity in the sector
of the complex plain in which all outgoing waves, and in particular the resonant states,
decay exponentially. One possible example utilizing a piece-wise linear path is shown
in Fig. 4.1. At the far end of the contour, outgoing wavefunctions that behave as
∼ eikx → e−kIm{z} (with positive k) decay exponentially. Thus, the introduction of
the contour is in the spirit of the external complex scaling.
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The differential expression H acting in the space of functions defined along the
contour results in a non-Hermitian operator that represents an open system. A c-
product defined as a contour integral

〈φ|ψ〉 def
=

∫
C
φ(z)ψ(z)dz (4.2)

is the tool that replaces the standard scalar product in working with non-self-adjoint
operators. A formal argument can be made that if two resonant states belong to two
different eigenvalues, then they are orthogonal w.r.t. the above c-product [103], and
the latter can serve as a definition for a pseudo-norm in resonant states. We aim to
avoid any reliance on formal operator properties. Instead, we show by explicit cal-
culation of the underlying contour integrals that the following orthogonality relation
holds for outgoing Stark resonances

〈ψn|ψk〉 def
=

∫
C
ψn(z, F )ψk(z, F )dz = N2

n(F )δnk. (4.3)

In particular, we verify the orthogonality of different functions (n 6= k), and we
evaluate the normalization factor Nn(F ) explicitly for two exactly solvable models.

We assume that the potential V (x) has a compact support contained in (−d,+d).
Thus, the asymptotic form of both the conventional and resonant wavefunctions can
be obtained as a combination of Airy functions, c1Ai + c2Bi. The requirement that
the solutions are regular for x → −∞ dictates c2 = 0. For x > 0 one can use
combinations Ci±(x) = Bi(x) ± iAi(x) which behave as outgoing (+) and incoming
(−) waves at x → ∞. Representation of the eigenstates of the original H (i.e. the
one that acts on the real axis) which is particularly suitable for our purposes can be
written as

ψE(x) =


−2Ai[α(x+E/F )]

U
√
D+(E)D−(E)

x < −d
i
U

√
D−(E)
D+(E)

Ci+[α(x+ E/F )]− i
U

√
D+(E)
D−(E)

Ci−[α(x+ E/F )] x > +d

(4.4)
where α = −(2F )1/3, U is the normalization factor, and D±(E) are sought expressions
representing the eigenvalue equations for outgoing (+) and incoming (−) wavefunc-
tions. The fact that the original operator (i.e. the one acting on the real axis) is
self-adjoint guarantees that the above states can be normalized to a delta-function in
energy, ∫ ∞

−∞
ψ∗E(x)ψE′(x)dx = δ(E − E ′). (4.5)

It is sufficient to examine the asymptotic behavior of these states (4.4) to verify that
this normalization is obtained with U = 22/3F 1/6. While a particular normalization
is not crucial for us, the above form of eigenstates allows us to infer the form of the
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resonant wavefunctions sought below in the two exactly solvable systems (Section
4.4.1 and 4.4.2). To obtain the remaining portion(s) of energy eigenstates, one has
to “fill in” the wavefunction in the central region of −d to d, and in doing so sat-
isfy whatever conditions a given potential imposes on them. In both cases treated
here, this means to find functions that are continuous and to require continuity of
derivatives in the square-well case, and a “cusp condition” in the Dirac-delta case.
This procedure reveals the concrete form of expressions D±(E) for a given V (x). The
asymptotic form of the energy eigenstates as shown in (4.4) indicates the form of the
resonant wavefunctions. For example if we find a complex-energy root of D+(E) = 0
the incoming part of the wavefunction Ci− will be eliminated. At the same time a
pole will appear in the projection onto the outgoing wavefunction. This tells us that
the resonance behaves as Ai and Ci+ for large negative and positive x, respectively.
Given that we know the general form of the eigenstates will be sums of airy functions,
we are able to establish formulas for normalization, and to verify the orthogonality
relation (4.3) by making use of the formula (VS 3.50) in Vallée & Soares [104] which
gives a primitive (antiderivative) function for a square of arbitrary combination of
Airy functions. Likewise, to verify the mutual orthogonality w.r.t. (4.3) for differ-
ent resonant states, we use the formula (VS 3.53), together with the fact that the
complex energies satisfy the eigenvalue equation(s) allowing us to use D to simplify
expressions.

4.3 Time evolution

Let us now use these resonant states as a basis and evolve them using Schrödinger’s
equation. If we represent a particular quantum state Ψ as a sum over resonant states,
plus a “background,”

Ψ(x, t) =
∑
n

cn(t)ψn(x, F (t)) + ψB(x, t) (4.6)

and ask what is its evolution due to the time-dependent field F (t), then we can
find a system of equations describing the evolution of coefficients cn with the help of
orthogonality relation (4.3)

c′n(t) = −icn(t)En(F (t)) +
∑
k

ck(t)F
′(t) 〈∂Fψn|ψk〉 , (4.7)

where F ′(t) is the time derivative of the electric field. Here we have assumed that
the expansion states ψn are slaved to the time-dependent field, and are normalized
to unity, 〈ψm(F (t))|ψn(F (t))〉 = δmn, at all times. Here we neglect the coupling to
the “background” ψB which originates from the continuum contribution contained in
various resonant-state expansions. We have found that for systems initially in the
ground state, the temporal decay of resonant states represents ionization and that the
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flow of probability out of the space spanned by {ψk} manifests itself as the increase
of the norm ||ψB||. With this approach, we have seen that even using a single state,
such as the resonance originating from the ground state, is very good approximation
to the 1D Dirac-delta model’s exact solution.

Equation (4.7) identifies the quantities that we aim to calculate. First, we need
the complex-valued energies En. Second, we require normalization and a orthogo-
nality relation (4.3) to be satisfied by all resonant states. To evaluate the induced
polarization, we also need the generalized dipole moments

dnk = 〈ψn|x|ψk〉 =

∫
C
ψn(z, F )zψk(z, F )dz, (4.8)

and lastly we must calculate the coupling terms 〈∂Fψn|ψk〉, which describe the change
of the resonant-state basis as it evolves slaved to the external field. The coupling terms
can be related to the dipole moment matrix elements with the help of the following
argument utilizing the parametric dependence of the Hamiltonian on F [105, 106]:

∂F 〈ψn|H(F ) |ψk〉 = (∂FE)δnk = −(En − Ek) 〈∂Fψn|ψk〉 − 〈ψn|x |ψk〉 . (4.9)

Moreover, for the normalized resonances the coupling terms are anti-symmetric in
indices n, k, since ∂F δnk = ∂F 〈ψn|ψk〉 = 〈∂Fψn|ψk〉 + 〈ψn|∂Fψk〉 = 0. This means
that we have 〈∂Fψn|ψk〉 = −〈ψn|∂Fψk〉 and for n = k the self-coupling vanishes
〈∂Fψk|ψk〉 = 0 as a consequence of the c-product symmetry. Thus, the evolution
system (4.7) can be alternatively written with the substitution

〈∂Fψn|ψk〉 =

{
0 n = k
−〈ψn|x |ψk〉 /(En − Ek) n 6= k

(4.10)

We should be careful to verify the relations in this section and not just rely on
the formal derivation. For example we do not have a precise definition of the adjoint
here. Instead we have used a c-product, which may not be strictly the same as its
Hermitian counterpart. Therefore it is not a priori clear that these derivations are
justified. That is why we do not want to rely on the relations until we work out
some of them directly, by solving these quantities for two exactly solvable systems.
Next we present explicit calculations of the quantities necessary for time evolution
of resonant state systems for two instances of the potential V . The first is for the
1D Dirac-delta function potential and the second is for the 1D square well potential.
Many of the integrals that we encounter are not found in published literature. We
therefore developed a new integration technique (detailed in Appendix A) that will
allow us to rewrite the unknown integrals in terms of known ones. This technique
was the key in our ability to rigorously show that the formal relations in this section
were indeed correct.
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4.4 Exact results

4.4.1 1D Dirac-delta potential

In this section we present the explicit equations needed to perform time evolution
of a resonance system with the 1D Dirac-delta potential. Many of the intermediate
steps of the calculations have been omitted, therefore a more detailed derivation is
presented in Appendix C.

We begin by assuming the unnormalized wavefunction ansatz for an outgoing
resonance in the form

g(x, F ) =

{
Ci(αβ)Ai[α(x+ β)] x < 0
Ai(αβ)Ci[α(x+ β)] x > 0

(4.11)

Figure 4.2. Spatial representation of an outgoing resonance wavefunction (red is
real part, blue is imaginary part, dashed is norm) for the 1D Dirac-delta potential in
the presence of an external field (green). Note that the cusp boundary conditions are
satisfied at x = 0 and also the outgoing wave-like feature for x > 0.

The Dirac-delta potential is defined as V (x) = −Bδ(x), where B is the depth
of the potential, and the eigenstate representations (4.4) are valid with d = 0. The
delta function potential imposes a boundary condition on the wavefunction’s value
and derivative

dψ(0+)

dx
− dψ′(0−)

dx
= −2Bψ(0). (4.12)

This “cusp condition,” when applied to the above eigenstate parameterization leads
directly to the well-known [51] expression for the eigenvalue equation for resonant
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energies:

D±(E) ≡ 1− 2πB

(2F )1/3
Ai

( −2E

(2F )2/3

)
Ci±

( −2E

(2F )2/3

)
. (4.13)

Complex-valued solutions to D+(E) = 0 determine the resonant energies of the out-
going Stark functions that we plot in Figure 4.3.
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Figure 4.3. Outgoing resonance eigenvalue equation landscapes, based on Equation
(4.13), for 1D Dirac-delta potential with B = 1 in the external field F = 0.03. We
have highlighted the resonance that arises from the field-free ground state in red.
There exists two other families of resonances: a fast decaying set along the angle
−2π/3, and a longer living family originating from continuum states close to the
positive real axis. To visualize the locations of the energy eigenvalues, we evaluate
(4.13) over a range of E in the complex plane, and convert |D| to a height map via
the formula (1− (1 + |D|0.3)−1 + ε)−1, so that its roots are represented by poles that
are easy to locate (ε ≈ 0.1).

To calculate the contour integral(s), the corresponding primitive functions are
evaluated at points of discontinuities of the potential, as well as at both ends of
the contour, and this is where the choice of the contour is important. The resonant
wavefunctions decay exponentially for x → −∞, and the corresponding boundary
terms vanish. On the other side of the contour, the asymptotic behavior of the
primitive function is dominated by

Ci+[α(z + β)] ≈ e−iπ/4 exp
[
+i2

3
[−α(z + β)]3/2

]
√
π[−α(z + β)]1/4

(4.14)

where α = −(2F )1/3, β = En/F , and En is a root of the eigenvalue equation. It
is straightforward to verify that asymptotically along the contour, where z ∼ ρeiΘ,
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this function decays for arbitrary fixed β as ρ → ∞. Thus, the boundary terms
brought by this end of the contour also vanish. Moreover, since the integrands are
in all cases entire functions (containing no singular points), the precise shape of the
integration path does not affect the outcome. As a result, in any piece-wise constant
atomic potential V (x) it is only the special points of V (x) that give rise to non-zero
contribution(s).

Thus, direct integration along the contour, followed by simplifications making use
of the eigenvalue equation and the Wronskian for Airy functions yields the following
normalization factor for the Stark resonance in the Dirac-delta model

N2 =
Ai(αβ)Ci′(αβ) + Ai′(αβ)Ci(αβ)

απ
=

1

απ

[
ψ′(x = 0+) + ψ′(x = 0−)

]
. (4.15)

Next we calculate the generalized dipole matrix elements, both diagonal and off-
diagonal. Expressed with the help of unnormalized resonance eigenfunctions g[α(x+
βm,n)], the contour integrals that we need to evaluate is

〈ψm|x |ψn〉 =
1

N2
n

∫
C
g[α(x+ βm)]zg[α(x+ βn)] dz. (4.16)

Note that these quantities differ from their Hermitian counterparts as there is no
complex conjugation in the integrand, and the result is complex-valued [97]. Here
we assume that the contour C is chosen such that it only starts to deviate from the
real axis for x > d, i.e. outside of the potential support. For both the delta-potential
model and for the square-well potential system, we integrate over each distinct interval
of constant potential V making use of the formula (VS 3.51). As the shape of the
contour ensures vanishing contributions from its ends, one only needs to evaluate the
primitive functions at x = 0 for Dirac-delta and x = ±d for the square well system.

For the diagonal matrix element in the Dirac-delta potential model, we obtain the
following expression in terms of Airy functions

〈ψn|x |ψn〉D =
1

N2
n

Ai(αβn)Ci(αβn)

3α2
× [Ai′(αβn)Ci(αβn)− Ai(αβn)Ci′(αβn)]

+
2E

3FN2
n

1

α

[
(Ai′(αβn)Ci(αβn))2(Ai(αβn)Ci′(αβn))2

]︸ ︷︷ ︸
−N2

n

. (4.17)

This result can be further simplified using the formula for the normalization factor
N2 together with the eigenvalue equation (4.13), and is found to be related to the
change in the eigenvalue w.r.t. the field F :

〈ψn|x |ψn〉D =
1

6π2αBN2
n

− 2E

3F
= −∂FEn, (4.18)
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where the second equality can be verified by differentiating the eigenvalue equation
(4.13) with respect to F .

For the off diagonal dipole matrix elements, we use (VS 3.54). Utilizing Cn,k =
Ci(αβn,k) and An,k = Ai(αβn,k) to shorten the notation, we find that

〈ψn|x |ψk〉D =
1

NnNk

2

α5(βn − βk)3

[
CnCkA

′
nAk − CnCkAnA′k

− AnAkC ′nCk + AnAkCnC
′
k

]
+

1

NnNk

2

α4(βn − βk)2

[
CnCkA

′
nA
′
k − AnAkC ′nC ′k

]
.

(4.19)

Grouping terms in order to identify Wronskians allows us to simplify the expression
down to

〈ψn|x |ψk〉D =
F

2(En − Ek)2

[
Nn

Nk

+
Nk

Nn

]
, (4.20)

which in turn can be written solely in terms of the wavefunction properties at x = 0

〈ψn|x |ψk〉D =
−F

α(En − Ek)2

[
ψ′n(0−)ψ′k(0

−)− ψ′n(0+)ψ′k(0
+)
]

(4.21)

with ψ′ standing for the derivative of the normalized Stark wavefunction.
We now turn our attention to the terms 〈∂Fψn|ψk〉 identified in (4.7). These quan-

tities mediate the connections between Stark resonances of a given system at different
values of the field F , and we call them accordingly coupling terms. They are needed
to describe the evolution of the system in a time-dependent F (t). Instead of trust-
ing the formally derived relation (4.10), we compute these quantities through direct
integration. Thus, our result can be also interpreted as a direct verification of (4.10)
for two model systems. Moreover, the procedure and the particular representation
of the results lead us to a generalization for arbitrary one-dimensional systems with
short-range potentials.

To calculate the coupling terms, we first differentiate the wavefunction w.r.t. the
field F and then integrate∫ ∞

−∞
(∂Fψn)ψkdx =

1

NnNk

∫ ∞
−∞

(∂Fgn)gkdx−
(∂FNn)

Nn

∫ ∞
−∞

ψnψkdx︸ ︷︷ ︸
δnk

. (4.22)

It is clear that the diagonal (n = k) coupling terms between normalized states vanish,
and we only need to calculate off diagonal elements and therefore can disregard the
second term, leaving only the integral 〈∂Fgn|gk〉. For the model with the Dirac-delta
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potential, the integral is

〈∂Fgn|gk〉D = ∆C ′nCk

∫ 0

−∞
Ai[α(x+ βn)]Ai[α(x+ βk)]dx

+∆A′nAk

∫ ∞
0

Ci[α(x+ βn)]Ci[α(x+ βk)]dx

+∆CnCk

∫ 0

−∞
Ai′[α(x+ βn)]Ai[α(x+ βk)]dx

+∆AnAk

∫ ∞
0

Ci′[α(x+ βn)]Ci[α(x+ βk)]dx

− 2

3α2
CnCk

∫ 0

−∞
xAi′[α(x+ βn)]Ai[α(x+ βk)]dx

− 2

3α2
AnAk

∫ ∞
0

xCi′[α(x+ βn)]Ci[α(x+ βk)]dx

(4.23)

where ∆ = 1/(3π2α3BN2), and Ak, Bk, Ck stand for the corresponding Airy functions
or their combinations evaluated at αβk (i.e. at x = 0).

The above integrals contain terms of two kinds. The first group can be evaluated
making use of known, previously published Airy integrals. These have the form∫ b
a
ABdx, where A,B are a linear combination of Airy functions with arguments

α(x + β), where β is different in A and B. Thus, the first two lines in (4.23) can
be dealt with, although it requires lengthy computations. Then there are integrals of
the type

∫ b
a
A′Bdx and

∫ b
a
xA′Bdx. No known formulas are available for these, and

we have developed a new integration technique that we outline in Appendix A. As a
result, an analytic solution for 〈∂Fgn|gk〉D can be obtained.

We proceed by simplifying the individual integrals on the RHS of (4.23) pairwise.
The first pair is calculated using (VS 3.53), while the last two pairs will use the
identities found in Appendix A. The intermediate expression reads

〈∂Fgn|gk〉D =
∆

α2(βn − βk)

[
A′nAkCnC

′
k − AnA′kC ′nCk

]
− ∆

α2(βn − βk)

[
A′nA

′
kCnCk − AnAkC ′nC ′k

]
− 2

3πα5

1

(βn − βk)2

[
βnCnAn − βkCkAk

]
− 4

α7

1

(βn − βk)3

[
A′nCnA

′
kCk − AnC ′nAkC ′k

]
(4.24)

The first two lines can be simplified using the Wronskian and normalization factors,
while the third can be rewritten with the help of the eigenvalue equation. Combining
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these shows that the first three lines sum up to zero, leaving only the last term which
we write in terms of derivatives of the wavefunctions at the origin

〈∂Fψn|ψk〉D =
F

α (En − Ek)3

[
ψ′n(0−)ψ′k(0

−)− ψ′n(0+)ψ′k(0
+)
]
. (4.25)

Comparing this expression to (4.21), it is clear that the relation between coupling
term and off diagonal dipole matrix elements (4.10) is valid.

4.4.2 1D square well potential

We now turn out attention to a system that is similar to the 1D Dirac-delta function
model, but due to its finite width potential allows for the inclusion of multiple bound
states. The hope is that this system will be useful for investigating what role addition
bound states play in the ionization dynamics. As in the previous section, many
intermediate steps have been omitted. A more detailed derivation is presented in
Appendix D. For a system with a square-well potential of width 2d, and depth V0,
the unnormalized wavefunctions are

g(x, F ) =


κ0Ai[α(x+ β)] x < −d
κ1Ai[α(x+ β′)] + κ2Bi[α(x+ β′)] −d < x < d
κ3Ci[α(x+ β)] x > +d

(4.26)

with coefficients κi to be fixed to ensure continuity of wavefunction value and deriva-
tive across well boundaries. For these function to become resonant states the energies
in β = E/F and β′ = (E− V0)/F must be solutions to the eigenvalue equation(s) we
present next.

It is a much longer calculations to obtain the eigenvalue equation equation [107,
108] for the square-well potential compared to the delta function potential, but it is
essentially the same procedure. One needs to connect the outer regions with a linear
combination of Airy functions (4.26), and eliminate the unknown coefficients. The
result reads

D±(E) ≡ (A0A
′
1 − A′0A1)(B2C

′
3 −B′2C3)− (A0B

′
1 − A′0B1)(A2C

′
3 − A′2C3) (4.27)

where we utilized shorthand notations to compress the otherwise long expression. A,
B, and C stand for the corresponding Airy functions, and primes denote derivatives.
For a well with depth V0 and half-width d, the subscripts indicate on which sides of
the well walls the arguments of the functions are evaluated, with 0, 1, 2, 3 representing
α(x+β) at x = −d− ε,−d+ ε,+d− ε and x = +d+ ε, respectively, and β = E/F for
outside, and β = (E − V0)/F inside the well. Thus, the subscripts 0 and 1 represent
Airy functions evaluated just outside and inside the left boundary of the well, while
subscripts 2 and 3 represent arguments at the right boundary of the well.
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Figure 4.4. Here we plot the spatial representation of the norms of outgoing resonant
wavefunctions (black, blue and red) for a square well potential (green) with a constant
external field F . Note that there are multiple bound states, unlike the delta potential
which supports only a single bound state.

The main differing feature is the possibility of multiple bound states (in Figure
4.5, highlighted in red) in the square-well potential, while the Dirac-delta system
only supports a single bound state. However, there exist two other infinite families
of resonances, just as was the case for the delta potential. The “right” family has
eigenvalues located along the real axis and corresponds to longer living states, while
the “left” family, with energies along the ray arg(z) = −2π/3, are fast decaying,
short-lived states. This resonance structure is most likely a generic feature at least
in case of short-ranged attractive potentials.

To calculate the normalization factor for the square-well system, a similar but
more complicated procedure to evaluate (4.3) using formula (VS 3.50) results in a
surprisingly simple expression:

N2 =
V0

F

[
(A2C

′
3 − A′2C3)2A2

0 − (A′0A1 − A0A
′
1)2C2

3

]
=
V0

F

[
ψ(x = −d)2 − ψ(x = d)2

]
.

(4.28)

Let us proceed with the dipole matrix calculations for the square well potential.
The matrix elements can be found by again making use of (VS 3.51) and (VS 3.54).
Thanks to the continuity properties of the wavefunction, many terms that arise in
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Figure 4.5. Outgoing resonance eigenvalue equation landscapes for square-well
potential with d = 4 and V0 = −0.5 in the external field F = 0.03. Note the existence
of multiple bound states highlighted in red.

the course of this calculation cancel, and the resulting diagonal terms are

〈ψn|x |ψn〉S =
V0

3F

[
(d− 4β)ψ(−d)2 + (d+ 4β)ψ(d)2

]
+

2V 2
0

3F 2

[
ψ(−d)2 − ψ(d)2

]
+

2V0

3Fα

[
ψ′(−d)2 − ψ′(d)2

] (4.29)

which is simplified further using the normalization factor (as was done in the delta
model calculations) to

〈ψn|x |ψn〉S =
2V0 − 4En

3F
+
V0d

3F

[
ψ(−d)2 + ψ(d)2

]
+

2V0

3αF

[
ψ′(−d)2 − ψ′(d)2

]
. (4.30)

It can be checked numerically that the these diagonal elements are also equal to
−∂FEn, just as in the delta potential model. Unfortunately up to this point we
have not derived this expression directly by taking the derivative of the square well’s
eigenvalue equation w.r.t. the field F and simplifying. The equations are simply too
large.

Now we calculate the off-diagonal elements. When using (VS 3.54), taking into
account continuity of the wavefunction allows us to ignore terms that do not involve
an x and the sum βn + βk. Since every other term cancels, the resulting equation is
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surprisingly simple:

〈ψn|x |ψk〉S =
V0

(En − Ek)2
[ψn(−d)ψk(−d)− ψn(d)ψk(d)] . (4.31)

One should note the similarity with its counterpart formula for the Dirac-delta model
(4.21). We thus arrive at the conclusion that all dipole matrix elements can be
expressed in simple formulas which only depend on the values of the wavefunctions
(and their derivatives) at the special points given that characterize the potential. It
will be interesting to see if these results can be generalized for arbitrary systems with
piecewise constant potentials.

For the coupling term, we have a combination of integrals involving Airy functions
and their derivatives, similar to what was seen in the delta model, namely

〈∂Fgn|gk〉S =

∫ −d
−∞

κ′0γ0Ai[α(x+ βn)]Ai[α(x+ βk)]dx

+

∫ d

−d
(κ′1Ai[α(x+ βn)] + κ′2Bi[α(x+ βn)])

× (γ1Ai[α(x+ βk)] + γ2Bi[α(x+ βk)])dx

+

∫ ∞
d

κ′3γ3Ci[α(x+ βn)]Ci[α(x+ βk)]dx

+
α

3F

∫ ∞
−∞

(3E ′n + x− 2βn)g′[α(x+ βn)]g[α(x+ βk)]dx

+
2αV0

3F 2

∫ d

−d
g′[α(x+ βn)]g[α(x+ βk)]dx

(4.32)

where γ and κ are the coefficients that guarantee continuity of gn and gk, respectively,
at the well boundaries. These factors are expressed in terms of Airy functions, and
depend on F through α, βn and βk. Their primed notations represent derivatives
w.r.t. to F . Using the shorthand notation, it is easier to see the structure of the
integrals:

〈∂Fgn|gk〉S =

∫ −d
−∞

(∂Fκ0)γ0AnAkdx

+

∫ d

−d
[(∂Fκ1)An + (∂Fκ2)Bn][γ1Ak + γ2Bk]dx

+

∫ ∞
d

(∂Fκ3)γ3CnCkdx

+
α

3F

∫ ∞
−∞

(3E ′n + x− 2βn)g′ngkdx

+
2αV0

3F 2

∫ d

−d
g′ngkdx.

(4.33)
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Coupling terms (4.33) for the square-well system can also be calculated in analytic
form, but due to excessive number of terms comprising the result they are not listed
here. In principle, a similar procedure to simplify the square-well coupling term
(4.33) should work. However, the resulting expression is extremely large and we
could not find a practical way to compress it to a manageable length. The main
difficulty in simplifying the square well result is that the eigenvalue equation is much
more complicated than the delta system (compare (4.13) to (4.27)). Nevertheless,
having explicit formulas in terms of Airy functions, we verified numerically that the
integrated result does relate to the dipole matrix element as suggested by (4.10):

〈∂Fψn|ψk〉S =
−V0

(En − Ek)3
[ψn(−d)ψk(−d)− ψn(d)ψk(d)] . (4.34)

Explicit equations for all quantities necessary to perform a TDSE simulation using
the delta and square well resonant states as a basis have been shown.

4.5 Generalizations

Comparing equations for the square well norm (4.28) and off diagonal dipole elements
(4.31) we see that they have a similar form, with wavefunction values evaluated
at discontinuities of the potential V . While the same result can be easily written
explicitly with Airy functions, this particular form indicates that the expressions are
in fact sums over atomic potential discontinuities, with weights corresponding to the
potential-value jumps. This suggests the following generalization of the normalization
and dipole matrix element formulas for a system with an arbitrary piecewise constant
potential:

N2 =
∑
i

∆Vi
F

ψ(xi)
2 (4.35)

and

〈ψn|x |ψk〉S =
1

(En − Ek)2

∑
i

∆Viψn(xi)ψk(xi) (4.36)

where the sums contain all potential discontinuities. It is in fact not too difficult to
realize that the procedures utilized above can be modified for a more general case of
potential shape as shown in Figure 4.6. From there, one can take a continuum limit,
approximating an arbitrary potential as a limit of piecewise constant functions, and
arrive at

N2 =
1

F

∫
dV

dx
ψ(xi)

2dx (4.37)

and

〈ψn|x |ψk〉 =
1

(En − Ek)2

∫
dV

dx
ψn(x)ψk(x)dx. (4.38)
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Figure 4.6. (Left) We see for the square well that quantities such as norm and
dipole matrix elements can be represented in terms of wavefunctions evaluated at
discontinuities in the potential. (Right) We can picture that it is possible to extend
these relations to more general potential shapes, by viewing them as a sum of square
wells.

We have assumed that the potential is short-range and the integration in these for-
mulas is along the real axis (i.e. the contour C is not necessary for convergence).

This is an intriguing result, because an identical formula can be derived for the
discrete energy eigenstates of a self-adjoint Hamiltonian by evaluating its double
commutator with the position operator. However, here we have Stark resonances
represented by complex-valued functions living on the contour C. So it seems that as
long as the normalization and “scalar product” are defined with the help of pairing
(4.3), the Stark resonant states satisfy relations analogous to those obeyed by their
self-adjoint counterparts.

We have seen in simulation that the relation between the Stark resonance pseudo-
norm and the generalized expectation value of the “atomic” potential gradient could
be valid for three-dimensional systems also. It is tempting to speculate that the off-
diagonal dipole element relation (4.38) could be generally valid for Stark resonant
states in three dimensions.

4.6 Completeness

In this section we want to tackle the problem of completeness of the 1D delta potential
model’s resonant states. If the resonant states can serve as a complete set of basis
functions, then we can represent any arbitrary wavefunction as a sum of resonant
states. We ask if it is possible to represent a physical wavefunction, or perhaps only
a portion of it, as a series in resonant states, such as in the formal theory laid out in
Section 4.3 where we showed a sum of resonant states under Schrödinger evolution.

We are motivated to ask this question since it has been shown in several cases
that resonant states can in fact provide an extremely efficient “vehicle” to describe



76

the dynamics in a physical system. For example, Tolstikhin et al. have shown that in
the adiabatic regime, the whole dynamic of a strongly driven quantum system can be
represented by a single resonant state [109, 110]. Perhaps the most complete example
of resonant state expansion in an initial value quantum problem has been given for
decay in systems with short-range potentials [92, 111]. We also have proposed how
Stark resonances can be used to describe nonlinear light-matter interactions [83] and
will give more detail in the following chapters.

The problem of determining completeness has several facets, with the first being
how the coefficients of the expansion can be calculated. The second, having obtained
the expansion coefficients, is the resulting series actually convergent? Finally, what
is the space of functions that admit such resonant state expansions? In addition one
can ask if such representations, where and when they exist, could be used as tools
to describe the time-dependent quantum-mechanical evolution. Unlike in the case of
Hermitian Hamiltonians, these are difficult questions to answer. In fact, very little is
known in general, and there are only isolated examples of such expansions. Here we
show that while an expansion into resonant states for the 1D delta potential works
only for functions define on the negative axis (x < 0), the overlap with the potential
is still fully captured with the resonance series. We believe that this property can be
generalized to piecewise constant potentials and show that resonant series convergence
including the support of the potential.

Despite these difficulties, we see it worthy to tackle such a problem since it is now
possible due only to our development of formal theory and 1D delta example laid out
earlier in this chapter.

4.6.1 Numerically evaluating coefficients

Here again is how we expand an arbitrary wavefunction Ψ in terms of resonant states
ψn along with a background wavefunction ψB

Ψ(x, t) =
∑
n

cn(t)ψn(x, F (t)) + ψB(x, t).

The background wavefunction ψB is necessary if the resonant states are not complete
in the usually quantum mechanical sense, and helps “fill in” the space of functions
that cannot be represented by resonant states alone. Also keep in mind that we
want the background wavefunction to not interact with the potential so that it can
represent the free electron plasma in our medium model.

We begin by attempting to calculate the coefficients cn in the resonant state ex-
pansion. This illustration will help clarify what we try and do before we jump into the
more difficult math to prove convergence of the states. As a rule, numerical simula-
tions of the time-dependent Schrödinger equation implement some kind of transparent
boundary conditions, especially when the modeled system is exposed to an external
field which causes ionization. Here we simulate the system on the contour C that
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will play the role of the spatial axis (see Figure 4.1). Such an approach does two
things. First, replacing the real axis by C gives a particularly effective realization
of transparent boundary conditions (we refer the reader to [112] for details of nu-
merical implementation). Second, this “complexification” of the equation restricts
the simulation to the function space with outgoing-wave behavior at the edge of the
computational domain. The resulting open system constitutes a natural test-bed for
the hypothesis that the Stark resonant states can form a basis.

In principle, any function could be used as “test target.” However, it is most likely
easier to obtain resonant-state expansion for a function that is a product of temporal
evolution in the system. This is why we have performed a number of different sim-
ulations to create test wavefunctions that were subsequently expanded into resonant
states. This section is to illustrate the general behavior of such approximations.

We initialize the system with a localized, Gaussian packet solution in the region
x < 0, switch on the external field to a constant value, and let the system evolve
for a short period of time. The result of the evolution is in general a wavefunction
with a support that extends into x > 0, and nicely illustrates how the accuracy of the
expansion depends on the position w.r.t. the Dirac-delta potential. Figure 4.7 depicts
an example of the result for F = 1/20, and a = 80. We have chosen the latter value
relatively large in this example in order to contain whole of the wavefunction within
the part of the computational domain unchanged by the boundary layer. The figure
shows a wavefunction that developed a wave-packet that propagated across the delta-
potential into x > 0 region, as well as a portion of the wavefunction that partially
“reflected” from the potential well. The presence of the Dirac-delta potential shows
in the cusp at x = 0.

Figure 4.7 shows that the resonant state expansion can approximate the simulated
expansion very well. However, while the agreement is near perfect for x < 0, the gap
between the expansion and its target is clearly visible for x > 0. This behavior is
quantified in the right hand panel which shows the error, defined as the absolute
value of the difference, versus the position. Including more terms in the expansion
clearly improves the result for negative x, but the error does not seem to improve for
positive x even if hundreds of terms are used. Moreover, this illustration only utilizes
the ground-state resonance plus up to three hundred resonances of family-A. If even a
few family-C resonances are used, the agreement for x > 0 deteriorates exponentially.
In certain cases the family-C resonance terms do improve the expansion at small
negative x, but they always cause exponential blow up for x > 0.

In summary, this numerical test strongly suggests that the resonant state expan-
sion converges on the negative axis, while it is likely that it diverges exponentially
at x > 0. Even in the convergent region, where a few terms result in a very good
approximation, the quality of the fit improves exceedingly slowly with the increasing
number of terms included. In what follows, we verify that these indications are in fact
correct. Before we move on, we should make the point that the split into outgoing
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Figure 4.7. Numerically simulated “target wavefunction” (full lines) vs. the series
expansion using Stark resonances (symbols, left). The inset zooms into the central
portion of the domain (rectangle), with the dashed line indicating the location of the
Dirac-delta potential. The right panel shows how the error depends on the number
of family-A terms included.

and incoming parts of the wavefunction is not unique, and that there are different
ways to create the expansion. Next we will show two of them and illustrate that one
can manipulate the divergent properties of the example we just saw. However, in the
end they have the same properties as we show in the next two examples.

4.6.2 Resonant state expansion, version I

The point of departure is the completeness relation for the self-adjoint Hamiltonian,
written as applied to an arbitrary wavefunction φ(x):

φ(x) =

∫
δ(x− y)φ(y)dy =

∫∫
ψW (x)ψW (y)φ(y)dWdy, (4.39)

where the integration is over the whole real axis, and W stands for a variable that will
later be continued into complex plane. We will use E for an energy integration variable
that will remain confined to the real axis. Figure 4.8 shows the integration path used
in this section and the following section to relate the continuum representation of the
wavefunction to a sum over resonance pole residues.

Motivated by the fact that we have two sets of resonances, each forming an or-
thogonal system, we split the wavefunction into outgoing and incoming parts,

ψE = ψ+
E + ψ−E , φ(y) = φ+ + φ− =

∫
A(E)[ψ+

E(y) + ψ−E(y)]dE. (4.40)
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Figure 4.8. Three families of Stark resonances in the 1D Dirac-delta model. The
ground-state resonance pole is shown as an open square symbol, family-A resonances
are full circles, and family-C poles are open circles. Spacing in family A and C
depends on the field strength, poles travel towards W = 0 for F → 0, and become
increasingly “crowded.” The contour indicates the integration path used to convert
continuum representation of a wavefunction into a sum over resonance pole residues
in Subsections 4.6.2 and 4.6.3. The blue-dashed portion of the contour passes through
a saddle point between two resonance poles.

Here we choose to identify the two components with the structure of the energy
eigenstates and in particular take into ψ+

E(y), the part proportional to Ci+. This
is very natural for x > 0 as these functions behave as outgoing waves. For x < 0,
one has to make a choice which is not unique. We use the second representation of
ψE(x), x < 0 written in terms of Ci±, Eqn. (4.4). Then we treat each part of the
wavefunction separately

φ±(x) =

∫
A(E)

∫
ψW (x)I±(W,E)dWdE, (4.41)

where

I±(W,E) =

∫
ψW (y)ψ±E(y)dy = lim

ε→0

∫
ψW (y)ψ±E±iε(y)dy (4.42)

is the overlap between the complete energy eigenstate and what we have chosen to
be its outgoing part. The regularized integral above can be evaluated exactly using
formulas from Vallée [104], plus the fact that ψW satisfies the cusp and continuity
conditions, while ψ±E is merely continuous.
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To calculate the integral representing an “overlap” between the energy eigenstate
ψW (y) and the outgoing part of the same, ψ+

E(y),

I+(W,E) =

∫ +∞

−∞
ψW (y)ψ+

E(y)dy = lim
ε→0

∫ +∞

−∞
ψW (y)ψ+

E+iε(y)dy, (4.43)

we split the integration into x < 0 and x > 0 regions, and use the appropriate
definitions for the wavefunctions involved. In both regions one deals with linear
combinations of Airy functions, and the formula (3.53) of Ref. [104] applies for an
indefinite integral∫

ψW (y)ψ+
E+iε(y)dy =

F

α2(W − E + iε)

[
ψ′W (y)ψ+

E+iε(y)− ψW (y)(ψ+)′E+iε(y)
]
.

(4.44)
To obtain the definite integral, note that the right hand side vanishes for |y| → ∞,
and only the singular point y = 0 contributes, giving

I+(W,E) =
F

α2(W − E + iε)

[
ψ′W (y)ψ+

E+iε(y)− ψW (y)(ψ+)′E+iε(y)
]y=0−

y=0+
. (4.45)

This can be simplified using the fact that both functions involved are continuous at
y = 0, so we have

I+(W,E) =
F

α2(W − E + iε)

[
ψ′W (y)|0−0+ψ+

E+iε(0)− ψW (0)(ψ+)′E+iε(y)|0−0+
]
. (4.46)

Because ψW also satisfies the cusp condition, we eliminate its derivative to simplify
the above further

I+(W,E) =
FψW (0)

α2(W − E + iε)

[
2

α
ψ+
E+iε(0)− (ψ+)′E+iε(y)|y=0−

y=0+

]
. (4.47)

Now it is time to insert concrete expressions for the wavefunctions, namely

ψW (0) =
−2Ai[αW/F ]

N
√
D+(W )D−(W )

, ψ+
E+iε(0) =

i

N

√
D−(E)

D+(E)
Ci+[αE/F ], (4.48)

and

(ψ+)′E+iε(y)|y=0−

y=0+ =
i

N

√
D−(E)

D+(E)

{
Ai′[αE/F ]

Ai[αE/F ]
Ci+[αE/F ]− (Ci+)′[αE/F ]

}
. (4.49)

Derivatives above can be eliminated by using the expression for the Wronskian, and
a straightforward algebra leads to the result

I+(W,E) =
1

2πi

1

W − E ∓ iε
Ai[αW/F ]

Ai[α(E ± iε)/F ]

√
D+(E)D−(E)√
D+(W )D−(W )

. (4.50)
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A similar procedure is used to solve I−(W,E) for incoming resonances and we find
that we can represent both as

I±(W,E) =
±1

2πi

1

W − E ∓ iε
Ai[αW/F ]

Ai[α(E ± iε)/F ]

√
D+(E)D−(E)√
D+(W )D−(W )

. (4.51)

As a sanity check, note that I+(W,E) + I−(W,E) = δ(W − E) and we recover the
self-adjoint Hamiltonian completeness relation.

Next, we aim to convert (4.41) into a discrete sum over resonant states. We start
with the case x > 0 for which we expect, based on the previous numerical study, that
the expansion will not converge. To keep notation concise, let us concentrate on the
integral over W in (4.41),∫

1

W − E − iε
i

N

(
Ai[αW/F ]Ci+[α(x+W/F )]

D+(W )
− Ai[αW/F ]Ci−[α(x+W/F )]

D−(W )

)
.

(4.52)
We wish to close the integration contour by a big semi-circle of finite large radius
R connecting points W = ±R in the lower half-plane (see Figure 4.8) thus avoiding
the pole of the first integrand term. For a finite R the integral is equal to the
sum over simple pole residues of 1/D+(W ). Using asymptotics of Airy functions
(e.g. [113]), it is not difficult to realize that the first and the second term in the
brackets diverges exponentially for large |W | in the sector −2π/3 < arg(W ) < 0 and
0 < arg(W ) < 2π/3, respectively. As a consequence, the integral contribution from
the semi-circle diverges, and so must the series as we take R→∞. This corroborates
the expectation that for x > 0 the resonant expansion does not converge.

Let us turn our attention to x < 0, where we expect to obtain a convergent series.
Using ψW (x) in (4.41), we have∫

1

W − E − iε
i

N

×
(
Ai[α(x+W/F )]Ci+[αW/F ]

D+(W )
− Ai[α(x+W/F )]Ci−[αW/F ]

D−(W )

)
dW.

(4.53)

This time, both terms in the brackets decay as |W | → ∞, irrespective of the direction.
One can therefore close the integration contour either through the upper or lower
complex half-plane, and then express the integral as a sum over residues, obtaining

φ(+)(x) =
i

αN

∑
n

g+
n (x)

R′+(αβn)

∫
A(E)

√
D+(E)D−(E)

Ai[α(E + iε)/F ](βn − E/F )
dE (4.54)

and, naturally, a similar expression for φ(−)(x). This is indeed the sought discrete state
expansion, but we are not done yet as we want to show that the expansion coefficients
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are in fact the same as when obtained by a direct projection onto resonant states ψn.
For this purpose, we will take the outgoing part of the given wavefunction

|φ+〉 =
∑
n

|ψ+
n 〉〈ψ+

n |φ+〉, (4.55)

where the projection is understood in terms of the contour integral along C. The
right-hand-side can be written as∑

n

∫
C
dyψ+

n (x)ψ+
n (y)

∫
dEA(E)ψ+

E(y) ≡
∑
n

∫
dEA(E)un(E, x) (4.56)

where the “coefficient” is

un(E, x) = ψ+
n (x)

∫
C
dyψ+

n (y)ψ+
E(y) =

1

P 2
n

g+
n (x)

∫
C
dyg+

n (y)ψ+
E(y). (4.57)

This integral can be evaluated exactly, taking into account that the resonance wave-
function is continuous and it satisfies the cusp condition, while ψ+

E is only continuous.
Performing a similar integration procedure use in (4.42)-(4.51), we find that

un(E, x) =
1

P 2
n

g+
n (x)

1

α2(βn − E/F )
g+
n (0)

[
2

α
ψ+
E(0)− (ψ+

E)′(x)|0−0+
]
. (4.58)

Using expressions for gn(0) and ψE one obtains a more explicit

un(E, x) =
g+
n (x)

P 2
n

Ai[αβn]Ci+[αβn]

α2(βn − E/F )

i

πNAi[αE/F ]

√
D+(E)D−(E) (4.59)

and realize that the numerator in the second fraction can be simplified to a constant,
−α/(2π). Inserting the result into (4.56), one obtains series representation which is
the same as (4.54). This confirms that the coefficients can be evaluated as the contour
integrals along the complexified axis C.

On one hand, the derivations of this section corroborate indications about the
resonant series behavior we gleaned through the numerical test. On the other hand,
the above treatment invites questions. In particular, one should wonder if it is not
possible to choose a different split φ = φ+ + φ− for which the contour integral and
consequently the series would converge. Clearly, one could choose a different φ+ for
negative x, or one could decide to start splitting only beyond a large positive a, e.g.
keeping φ+ = φ− = φ/2 for x < a. In the next section we show that one can indeed
obtain a different resonant series, but the basic fact that it only converges for x < 0
will remain intact.
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4.6.3 Resonant state expansion, version II

Let us return to the completeness relation of the original Hamiltonian, formally rewrit-
ten as follows

δ(x− y) =

∫
ψE(y)ψE(x)dE =

∫∫
ψE(y)ψW (x)δ(E −W )dEdW. (4.60)

Without changing the result, we can multiply the integrand by a function that reduces
to unity for W = E, and we also represent the delta function as in

δ(x− y) =

∫∫
ψE(y)ψW (x)

√
D+(E)D−(E)√
D+(W )D−(W )

× 1

2πi

[
1

W − E − iε −
1

W − E + iε

]
dEdW.

(4.61)

Applying this unity decomposition to a given wavefunction φ(x) we get

φ(x) =
1

2πi

∑
s=±1

∫
A(E)

√
D+(E)D−(E)

∫
ψW (x)√

D+(W )D−(W )

s

W − E − isεdWdE

(4.62)
where A(E) =

∫
φ(y)ψE(y)dy is the wavefunction in the energy representation. To

convert the integral over W into a sum over resonant states cases x < 0 and x > 0
need to be investigated separately. We start with the former, for which one has to
evaluate

φ±(x) =
±1

2πi

∫
A(E)

√
D+(E)D−(E)

∫ −2Ai[α(x+W/F )]

ND+(W )D−(W )

1

W − E ∓ iεdWdE.

(4.63)
Analysis of the asymptotics of the second integrand’s first term for large |W | leads
to (written for F = 1 to compress the notation):

−2Ai[α(x+W )]

D+(W )D−(W )
∼ − e

√
−2Wx

21/12
√
π(−W )1/4

e−2/3
√

2(−W )3/2 |arg(W )− π| < π/3 (4.64)

∼ (1 + i)e−i
√

2WxW 1/4

21/12
√
π

e+2/3i
√

2W 3/2

0 < arg(W ) < 2π/3 (4.65)

∼ (1− i)e+i
√

2WxW 1/4

21/12
√
π

e−2/3i
√

2W 3/2 −2π/3 < arg(W ) < 0 (4.66)

Thanks to terms containing W 3/2, the above expressions are exponentially small for
large |W |. We can therefore close the integration contour and apply the residue
theorem. We do this through the lower (Figure 4.8) and upper half plane for φ+ and
φ−, respectively. After converting integral over W into a discrete sum over residues for
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φ+, we multiply by Ci+[αβn]/Ci+[αβn], and use that R−(αβn)Ci+[αβn] = 2iAi[αβn]
(a consequence of the eigenvalue equation) in the denominator to obtain

φ+(x) =
∑
n

g+
n (x)

∫
A(E)

√
D+(E)D−(E)

βn − E/F
dE

i

αN

1

R′+(αβn)Ai[αβn]
. (4.67)

Similar manipulations result in an analogous resonant state expansion of φ−(x), with
g+
n (x) → g−n (x), βn → β∗n, and R′+ → R′−. In summary, we have shown that φ(x)

that has a compact-support energy-representation, A(E),

φ(x) =

∫
A(E)ψE(x)dE,A(E) =

∫
φ(x)ψE(x)dx (4.68)

can be written as a discrete resonant-state series (for x < 0):

φ(x) = φ+(x) + φ−(x) ≡
∑
n

ic+
n g

+
n (x)

αNR′+(αβn)
−
∑
n

ic−n g
−
n (x)

αNR′−(αβ∗n)
(4.69)

where the expansion coefficients are evaluated in the energy representation

c+
n =

∫
A(E)

√
D+(E)D−(E)

Ai[αβn](βn − E/F )
dE, c−n =

∫
A(E)

√
D+(E)D−(E)

Ai[αβ∗n](β∗n − E/F )
dE. (4.70)

This result means that the system of Stark resonances is complete in the sense that
an arbitrary wavefunction can be expressed as their superposition, and the resulting
series converges point wise for x < 0. The question addressed next is if the same
applies on the positive real axis. Although the answer is negative, it provides a useful
insight as to why exactly the family-C causes divergence of the resonant expansion.
In contrast to the first version of the resonant-state series, the divergent behavior is
reduced to a “minimum” caused by the fact that an integration contour must pass
through the vicinity of some resonance poles. We therefore proceed to outline the
main points of the argument.

Using the expression for the energy eigenstate for positive x in (4.62), the coun-
terpart of (4.63) becomes

φ±(x) =

∫
A(E)

√
D+(E)D−(E)dE

×
∫ ±1

W − E ∓ iε

[
Ci+[α(x+W/F )]

D+(W )
− Ci−[α(x+W/F )]

D−(W )

]
dW

2πN
. (4.71)

In order to convert
∫
dW into a closed-loop integral, we need to investigate the

asymptotic behavior of the last term in the above expression. It turns out that also
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in this case the integrand decays exponentially for large |W | (once again, written for
F = 1):

Ci+[α(x+W )]

D+(W )
− Ci−[α(x+W )]

D−(W )
∼

∼ ie
√
−2Wx

21/12
√
π(−W )1/4

e−2/3
√

2(−W )3/2 |arg(W )− π| < π/3 (4.72)

∼ −(1− i)e−i
√

2WxW 1/4

21/12
√
π

e+2/3i
√

2W 3/2

0 < arg(W ) < 2π/3 (4.73)

∼ −(1 + i)e+i
√

2WxW 1/4

21/12
√
π

e−2/3i
√

2W 3/2 −2π/3 < arg(W ) < 0 (4.74)

It thus appears that we can close the contour and express the integral as a sum over
residues. In doing so, only one of the first and second terms contributes to φ+ and
φ− as we close the contour in the lower and upper half-plane, respectively. Similarly
to the case of negative x, we multiply by Ai[αβn]/Ai[αβn] and rewrite in terms of
the resonant wavefunctions. The result is the identical expansion as for x < 0 listed
in (4.69)-(4.70). At this point one could think that the Stark resonance system is
complete in the usual sense i.e. on the whole real axis, but such a conclusion would
be erroneous. In fact, the above argument that the “big semi-circle” part of the
integration contour has a vanishing contribution contains a subtle flaw.

The problem is that for any finite radius R of the big semi-circle, the integration
contour passes between the poles of family-C resonances as shown in Figure 4.8.
While the highest point in the saddle decreased for R → ∞ in the case of negative
x, it turns out to increase exponentially for all positive x. This behavior can be
readily verified by inspection of the integrand in the vicinity of the family-C resonant
poles, and comparing the saddle properties for increasing radius R. The result is that
there is a finite contribution to the contour integral from the section indicated by red
dashed line in Figure 4.8, and this contribution diverges as R increases. So, while
along each ray the above asymptotics (4.74) is valid (with the exception of the Stokes
line) the formula can not be applied to the short section of the contour that passes
between the poles as for any finite R this portion of the contour is not yet in the
asymptotic region. This gives a divergent contribution to the contour integral which
in turn implies that the resonant expansion also diverges for all positive x.

To finish this section, it may be interesting to note that the resonant-state series
can be analytically continued into complex plane. Doing this separately for the out-
going component φ+ in (4.69), and continuing x to z on the contour C, one obtains a
convergent series provided a = 0 and θ ≥ π/3 (Figure 4.8). This is a consequence of
the fast exponential decay of outgoing family-C resonant functions along the contour
C. Naturally, the incoming part φ− converges in a similar way for arg(z) ≤ −π/3.
We have verified this observation numerically (data not shown).
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4.6.4 Numerical illustration of convergence

Formulas (4.69) and (4.70) summarize the main result of this work. Here we subject
them to a numerical test. Besides a sanity check, it is meant to illustrate that while
the two versions of the resonant expansions differ, they share the same qualitative
behavior, which is point-wise convergence on negative, and exponential divergence on
the positive real axis. Unlike in version I, version II does not utilize integration contour
C, since the expansion coefficients are calculated from the energy-representation of
the given wavefunction, A(E).

Of course one should ask first for what kind of wavefunctions do the expansion
coefficients exist in the first place. Without going into details, it can be shown that
they are defined for any compact-support A(E). Alternatively, one can view

Ã±(W ) =

∫
A(E)

√
D+(E)D−(E)

W − E ± iε dE (4.75)

that appears in (4.63), as a projection of the energy-representation wavefunction.
Indeed, written for U(E) = A(E)

√
D+(E)D−(E) the above can be understood as

U+ =
1

2
U +

1

2i
H{U} (4.76)

where the second term is the Hilbert transform, which can act on U ∈ Lp(R), p > 0.
Moreover, it is easy to see that the above operation is in fact a projection because
U+ + U− = U and (U+)+ = U+. In other words, the transformation is just another
way to define the outgoing and incoming part of the given wavefunction. In this
sense, the second version of the resonant expansion is not qualitatively different from
version I, and this is indeed reflected in how similar the expansion coefficients are
(compare (4.70) and (4.54)). However, version II is free of the artifacts in the split-off
wavefunction at x = 0. Unfortunately, the expansion coefficients are more difficult to
evaluate, because it must be done in the energy representation.

In order to avoid compounding of numerical error in subsequent integral calcula-
tions, we test our expansion formulas directly in the energy representation: An exact
energy eigenstate is chosen, so that A(W ) = δ(W − E) and all coefficients of the
resonant expansion can be easily evaluated provided βn are available with sufficient
accuracy. Of course if any energy eigenstate could be approximated, so could any
physical wavefunction. Figure 4.9 illustrates the expansion test for two select ener-
gies, namely E = −1/2 and E = 1. The former is an eigenstate that is “close” to the
ground-state resonance which dominates its expansion. As a result, the agreement is
very good over a wide range of x as is seen in the left panel of the figure. For E = 1,
one can see the same situation as in our first numerical test. The expansion error is
small for x < 0, but deviations increase very quickly for positive x. In summary, this
numerical investigation verifies the properties of the resonant-state expansion derived
in the previous section.
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Figure 4.9. Resonant expansion test. The exact energy eigenstate (E = −1/2 left,
E = 1 right panel) is shown in full black line. Series expansion is represented by
symbols, and the lower blue line depicts the logarithm of the error (vertical axes on
right).

We have found that the reason for the divergent behavior of the second type of
the resonant expansion can be identified with the integration contour passing through
a saddle between two resonant poles of family-C. We believe that this property may
be shared by other expansions, including those of Green’s operators, and that the
divergent behavior of the series on the positive axis is a common phenomenon. We
speculate that the divergent part of the contour integral can be estimated, e.g. using
steepest descent method, and the divergent part of the expansion could be identified
and perhaps even removed.

4.7 Summary

We have derived analytic expressions for a number of quantities that characterize the
Stark resonant states in two exactly solvable systems. The first model studied in
this work is the one-dimensional particle in a Dirac-delta potential with additional
homogeneous field, and the second has the square-well potential. We have studied
these systems as open, non-Hermitian models, and identified a natural choice for the
pairing connecting the states in the domain of the Hamiltonian with the states in
the domain of its adjoint operator. With respect to this pairing, Stark resonances
form a orthogonal system, and many of their properties can be evaluated analytically.
Despite the fact that both models have been studied for years, explicit expressions for
their (pseudo-) norms, dipole moment expectation values and their relations connect-
ing the resonant state wavefunctions at different field values are new. Our results thus
further the understanding of the mathematical properties that underline the Stark
effect. Moreover, we have shown that certain results naturally extend to a wide class
of one-dimensional models, and we have also identified relations that appear to be
candidates for properties generally applicable to three-dimensional Stark systems. In
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particular, we have found that the generalized dipole moment matrix elements be-
tween the non-physical resonant states can be related to the expectation values of the
atomic potential gradient in a way that is completely analogous to relations that hold
for real-valued discrete-energy eigenfunctions in Hermitian systems. We speculate
that these relation apply generally in three dimensions, and could be used in numer-
ical calculations to assess the fidelity of the resonant eigenfunctions. An important
by-product of this study is a new integration technique applicable to combinations
of Airy functions that represent Stark resonances in one dimensional models with
piecewise constant potentials.

We have also shown analytically, and illustrated numerically, the convergence
properties of the Stark resonant state expansion for the wavefunctions representing a
one-dimensional quantum particle in a Dirac-delta potential, exposed to a homoge-
neous electric field. Our main result is that while the resonant expansion diverges for
all positive x, it is convergent on the negative portion of the real axis. It has to be
emphasized it is not required that for the series to converge at x < 0 the support of
the wavefunction be within the region of x < 0; All coefficients of the expansion are
well-defined in terms of the energy representation even if the x-representation of the
wavefunction extends to x > 0. However, convergence only occurs on the negative
axis, and it is rather slow. While very few first terms usually provide an excellent
approximation to a given wavefunction, the error decreases slowly upon inclusion of
more terms. As for the practical implications of our findings, we believe that the
result for this simple, exactly solvable system reveals the general property of the res-
onance expansion particularly with Stark resonances, namely that the convergence
can only be point-wise over a limited spatial domain. Nevertheless, despite the lack
of global convergence, it is possible to obtain quite accurate approximations of func-
tions with a rather small number of resonant states. This suggests that there may
exist a portion of the wavefunction which can be accurately approximated in terms
of resonant expansion and will help to identify exactly what aspect of the physical
wavefunction can be represented with Stark resonances.

Finally, results presented in this chapter have an immediate practical impact on
modeling of light-matter interactions in strong time-dependent optical fields in the
framework of the Metastable Electronic State Approach [83], which we discuss in
more detail later in Section 5.2.
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Chapter 5

Applications of Resonant States

5.1 Introduction

In this chapter we show three applications where resonant states are used as a medium
model. The first application is the Metastable Electronic State Approach (MESA),
which is a practical example of using resonant states to model the light-matter inter-
actions associate with strong light pulses. MESA has a huge computational advantage
over solving Schrödinger’s equation directly. This is done by performing a one-time
computationally expensive simulation where we generate a quantum response func-
tion, such as nonlinear dipole moment, over a wide range of field values. Once these
values are tabulated, then values can be simply “looked-up” during a propagation
simulation. This results in a fast medium model that is on the same computational
effort as the standard medium model equations. This results in a practical imple-
mentation of UPPE connected to a first-principles based medium model with no free
parameters.

More specifically, we calculate the off resonant nonlinear optical response of a
system that is described by resonant states. As described in the previous chapter,
we split the wavefunction into metastable part and background part. MESA assumes
that the ground state resonance dominates and that its response adiabatically follows
the field. To improve this approximation we later add a “post-adiabatic” correction
that takes into account a small time history of the field. We find that for shorter
wavelengths (800nm) this correction closes the gap between MESA and the exact
solution of the delta model nonlinear response, but for longer wavelengths (2µm) the
correction is unnecessary. We compare MESA’s response to a 3D coulomb-like system
and find that the shape is the same. The time dependent response to a given field is
also qualitatively similar.

The second application uses the 1D delta model and its associated resonant states
to show that ionization dynamics are not instantaneous, but that there exists some
memory of the carrier’s shape. We do this by engineering two pulses that contain
the same energy but different carrier shape and find that the quantum model can
distinguish them, whereas the standard approach’s rate equation treatment cannot.
How does a single bound state quantum system remember past field values? We
reason that the memory comes from the longer living family of resonances whose
energies are near the positive axis, since they exists long enough to remember the
history of excitation. This memory effect is only seen for near-IR wavelengths and
becomes negligible in the mid-IR region.

The third application is inspired by experiments where the ionization yield and
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spectrum due to a strong pump pulse is greatly modified by adding a small harmonic
seed pulse. We ask whether a fully quantum treatment is necessary to reproduce
these effects. We find that propagation plays a negligible role and that a resonant
state medium model can reproduce what is seen in experiment. This is evidence that
medium models need to take into account pulse spectrum.

These three applications showcase the valuable contributions that exactly solvable
systems and resonant states provide.

5.2 Metastable electronic state approach (MESA)

In this section we propose and demonstrate that the ultrafast, off-resonant nonlin-
ear optical response of atoms may be accurately calculated in terms of metastable
or resonant states as opposed to the more common bound and continuum states of
the free atom. In particular, we consider solutions of the atomic time-independent
Schrödinger equation including the quasi-static applied electric field. These states
have complex energies where the imaginary parts are related to the metastable state
lifetime. Metastability refers to the fact that while these states ionize and thus “de-
cay” over relatively long times, when observed on shorter time-scales in the vicinity of
the atom, they are difficult to distinguish from the normal (i.e. field-free) electronic
states. The atomic wavefunction may be split into two components ψ = ψM + ψF ,
in which ψM is expressed as a superposition of metastable states that is used to cal-
culate the nonlinear optical response arising from the quantum coherent light-matter
interaction. In contrast, ψF accounts for electrons that are to all intents and pur-
poses freed from their parent ion and contribute to a classical current density. This
portion of the wavefunction is populated by the losses from the metastable states,
and is subsequently driven by the applied electric field according to the Ehrenfest’s
theorem. The metastable portion of the wavefunction, ψM , gives rise to a complex,
non-perturbative nonlinear response which only reduces to the usual optical Kerr ef-
fect in the limit of a weak field. Using examples we demonstrate that our approach,
that we term “the Metastable Electronic State Approach” or simply MESA, pro-
vides an extremely economical computational method to calculating the nonlinear
optical response: Already retaining only the ground metastable state in adiabatic
approximation can provide a quantitative model for the nonlinear optical response
and strong-field ionization, and further improvement is shown to result from retaining
post-adiabatic corrections.

The medium model that we develop is based on the 1D Dirac-delta model. The
theory shown in 4.4.1 allows us to calculate every quantity needed. The most impor-
tant quantity in this approach is the complex-valued expectation value of the dipole
moment X(F ). This value can be calculated in two ways. If one can use the eigen-
value equation (4.13) to accurately calculate a finely sampled set of energies E(F ),
then (4.18) is convenient since X(F ) = ∂FE(F ). The alternative is to directly in-
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tegrate the dipole moment equation X(F ) =
∫
C
ψ(z)zψ(z)dz along a contour that

decays the expontentially growing part of the wavefunction, such as in Figure 4.1.
We mention both ways since there seems to be a lack of good quality libraries for
calculating Airy functions in the entire complex plane. The best library available at
the time of this writing is a Python module called mpmath [114]. In Figure 5.1 we
plot the ground state dipole moment X0(F ) over a range of field strengths.

Figure 5.1. Complex-valued expectation value of the dipole moment in the
metastable ground state as a function of the external field strength. The fine dashed
line indicates the linear susceptibility. The gap between the thin dashed and the thick
black line represents the nonlinear response, Equation (5.3).

Its real part is super-linear for weak fields (Kerr effect), and it saturates and
decays in very strong fields, whereas the imaginary part is intimately related to the
ionization losses. As noted in Section 3.4 the saturation and decay of the real part
is accompanied by rapid growth of the freed electron population which produces a
defocusing nonlinear response. This generic behavior turns out to be the same for
more realistic 3D quantum systems. It is this curve that serves as the backbone for
the MESA. If you can calculate X0(F ) for quantum systems with different potentials,
then you can use the MESA to connect it to a propagation simulation.

5.2.1 General scheme

The central idea of the method we put forward (MESA) is to abandon the traditional
description of the quantum evolution in terms of Hamiltonian eigenstates. Instead,
we argue that for a system exposed to a strong external field, such as due to a
high-intensity optical pulse, it is more natural to utilize metastable states. They are
superpositions of the (field-free) bound and free electronic states, reflecting the current
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strength of the field and the probability density “leakage” due to ionization [115]. We
assume that it is possible to represent the wavefunction split into “metastable” and
“free” components, ψ = ψM + ψF .

Our method is motivated by Berggren’s completeness relations [91] employed in
nuclear scattering theory

1 =
∑
n

|ψn〉〈ψn|+
∫
L

dλ|φλ〉〈φλ|, (5.1)

where the sum projections onto several resonant states, and the integral involving
scattering states φ proceeds along a contour L that deviates from the real axis in
order to include the poles corresponding to the complex energies of the resonances
included in the first term. In our method one or more resonant states represent ψM
which we assume to be the part of the wavefunction interacting strongly with the
atomic potential. The “remainder” of the wavefunction, ψF is projected from the
full state via the continuum component of the above completeness relation. Note
that our approximation does not rely on completeness of the resonant states. Rather
the key assumption is that the continuum part of the wavefunction, ψF , is so spread
out in space that its interaction with the atom may be neglected. If it is, we do
not need to know any specific properties of ψF , because the quantity of interest,
namely the current, can be obtained from the Ehrenfest’s theorem. Validity of this
approximation obviously depends on the initial state, and it is not a priori obvious
that a small number of resonant states can capture the “interacting part” of the wave
function sufficiently accurately. However, our numerical examples below demonstrate
that even a single ground state resonance provides an extremely good approximation.

We are specifically interested in the case of off-resonant excitation, meaning that
the instantaneous frequency ωeff (t) = ∂Φ

∂t
of the applied field F (t) = A(t) cos(Φ(t))

should remain well below the ionization frequency I/~ for all times, I being the ion-
ization energy. Our method should therefore be more accurate for longer wavelengths
and we find this to be the case. Moreover, for the case of the exactly solvable 1D
Dirac-delta model there is an analytic result which states that the lowest metastable
state exactly captures the quantum atomic dynamics in the adiabatic or quasi-static
approximation for which ~ωeff (t)/I << 1 [109].

We will first concentrate on the adiabatic approximation. For the initial condi-
tion in the ground state the adiabatic wavefunction [109] becomes dominated by the
ground state resonance and the solution is

c
(a)
0 (t) = exp

{
−iEGt− i

∫ t

−∞
[E0(F (τ))− EG] dτ

}
, (5.2)

where EG is the field-free ground state energy. If the field is not too strong, the ground
state resonance dominates at all times, and then the generalized dipole-moment expec-
tation is the main contribution to the induced polarization P (F (t)) = |c0(t)|2X0(F (t))
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[97]. In pulse propagation simulations the linear medium properties are captured ex-
actly by a spectral solver. To avoid double-counting, only the nonlinear part of the
atom polarization is used and coupled to the Maxwell equations. This we obtain as

P (nl)(F (t)) = P (F (t))− lim
ε→0

1

ε
P (εF (t)) , (5.3)

where the second term tends to the linear part of the response as the auxiliary pa-
rameter ε gets small. The polarization (5.3) is our first contribution to the nonlinear
medium response. The second comes from ψF , in the form of a classical current,
because we assume that this is the “distant part” of the wavefunction that is not
interacting with the atom anymore. The population of ψF grows at a rate equal to
the metastable decay, so that the total probability is conserved as it should be in a
closed system. Thus, the ionization rate is given by the imaginary part of the ground
state resonance complex energy, and the ionized fraction of atoms obey

∂tρ(t) = [1− ρ(t)]={2E0(F (t))} . (5.4)

The current induced by freed electrons is obtained from Ehrenfest’s theorem, and is
evaluated by integrating

∂tJ(t) = ρ(t)F (t) . (5.5)

Note that this induced current only arises after ionization which is a highly nonlinear
process, and it therefore does not contain a component linear in the field-strength.
Thus, the two functions X0(F ) and E0(F ) are needed to characterize the nonlinear
optical response of the system. The proposed model has structure similar to the one
used in filamentation simulations, with P (nl)(t) and J(t) coupled into pulse propa-
gation equations. However, the meaning of its components is new: Kerr response is
now contained within the nonlinear polarization of the metastable state, which now
also includes contribution from the continuum states. Moreover, what used to be the
Drude current is now solely due to electrons NOT in the resonant state(s) included in
our treatment. Thus, the wavefunction split, and therefore the relative contributions
of polarization and current density, will depend on how many metastable states we
can explicitly account for. As of now we only include the ground state resonance.
Next we look at how the higher-order states can be accounted for in an approximate
fashion.

5.2.2 Post-adiabatic corrections

The purpose of this section is to describe three kinds of corrections that take MESA
beyond the adiabatic approximation outlined above. In doing so, we will strive
to formulate our theory in such a way that it will only require the knowledge of
a single metastable state, namely the one related to the ground state. This will
greatly simplify practical applications, because it is relatively simple to characterize
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the ground state resonance while it may be more difficult to calculate properties of
higher metastable states. The assumption underlying the following consideration is
one of a weak field F (t), which is changing slowly. This is the case for many regimes in
extreme nonlinear optics, where typical intensities attained in hot spots are still two
orders of magnitude weaker than atomic fields. Moreover, the propagation dynam-
ics dynamically adjusts the evolving pulse such that the peak intensity is clamped.
As a result the quantum state is strongly dominated by the contribution from the
metastable ground state, and we construct the post-adiabatic corrections under this
assumption.

The first correction of the adiabatic solution is obtained by solving (4.7) for the
expansion coefficients cn driven by the dominant c0. Using the adiabatic ground state
coefficient c

(a)
0 (t) we can approximate solutions for higher-order resonances as

c′n(t) = −icnEn(F (t)) + c
(a)
0 (t)F ′(t) 〈∂Fψn|ψ0〉 n > 0. (5.6)

We asymptotically expand the coefficients allowing us to write the first term in the
expansion using the adiabatic coefficient (5.2)

c(1)
n (t) =

∫ t

−∞
du exp

{
−iEG(t− u)− i

∫ t

u

[En(F (τ))− EG] dτ

}
× c(a)

0 (u)F ′(u) 〈∂Fψn(F (u))|ψ0(F (u))〉 .
(5.7)

We can bring constant terms such as EG and those not including integration variables
u, τ out of the integral, and recover the equation for c

(a)
0 (t)

c(1)
n (t) = c

(a)
0 (t)

∫ t

−∞
du exp

{
−i
∫ t

u

[En(F (τ))− E0(F (τ))] dτ

}
× F ′(u) 〈∂Fψn(F (u))|ψ0(F (u))〉 .

(5.8)

We approximate this integral by arguing that the energy difference in the exponent is
highly oscillatory compared to the rest of the integrand. This gives us the first order
correction term in terms of the adiabatic coefficient

c(1)
n (t) ≈ −ic(a)

0 (t)
F ′(t) 〈∂Fψn(F (t))|ψ0(F (t))〉

En(F (t))− E0(F (t))
. (5.9)

Feeding this intermediate result back into the equation for the ground state resonance,
c

(1)
0 (t) is obtained in the same form as c

(a)
0 (t), only with the resonant energy E0

replaced by the corrected one:

E
(R)
0 (F (t)) = E0(F (t))−

∑
n6=0

(F ′(t))2 (〈ψ0|∂Fψn(F (t))〉)2

[En(F (t))− E0(F (t))]
. (5.10)
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Evaluation of this quantity requires the knowledge of higher-order resonant states.
Fortunately, an approximation in terms solely of ψ0 can be obtained as follows. First,
since the energies En(F ) accumulate close to zero, at least in relatively weak fields,
they are dominated by E0, which can approximate the denominator in (5.10). Next,
because normalization to unity for all F ensures that 〈ψ0|∂Fψn〉 = −〈∂Fψ0|ψn〉, the
numerator in (5.10) can be rewritten, moving the action of ∂F onto ψ0 and thus giving
rise to

∑
n6=0 . . . |ψn〉〈ψn| . . . . Our second assumption is that at least within the space

of the solutions that evolve from the ground state, system of {ψn} is complete, and
this projection can be approximated by 1−|ψ0〉〈ψ0|. Then we can simplify the above
correction to

E
(R)
0 (F (t)) = E0(F (t)) +

(F ′(t))2

E0(F (t))
〈∂Fψ0(F (t))|∂Fψ0(F (t))〉 . (5.11)

This modifies both the real and imaginary part of the complex metastable energy. It
is the imaginary part that is more important for our purposes because it increases the
ionization yield. Figure 5.2 illustrates this effect, and shows ionization yields caused
by a driving pulse in the adiabatic and post-adiabatic (i.e. with correction (5.11))
approximations, compared to the exact solution. It is evident that the correction
becomes negligible for longer wavelengths. At shorter wavelengths, it significantly
decreases the gap between the adiabatic and exact solutions, thus justifying the ap-
proximations adopted in the derivation. Perhaps the most important observation to
be made here is that even the uncorrected adiabatic solution provides rather accurate
ionization rates. For practical purposes in the field of optical filamentation, especially
in near and mid infrared, the adiabatic treatment should therefore be sufficient.

Figure 5.2. Ionization yield as a function of the intensity of the driving pulse. Exact,
adiabatic and corrected solutions are compared. Left and right panel correspond to
wavelengths of λ = 2400nm and λ = 800nm, respectively.
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However, there is one post-adiabatic correction that should be included in such
simulations, because it captures the losses the optical field must suffer due to ioniza-
tion. Interestingly, this correction is connected to the imaginary part of the metastable
expectation value of the dipole moment. To derive the corresponding nonlinear po-
larization term one has to include the first corrections c

(1)
n of the wavefunctions when

evaluating the expectation value of the dipole moment. Then, under the same ap-
proximation as in the derivation of the corrected resonant energy (5.11), one obtains
the following estimate

P
(corr)
NL (t) ∼ 1

EG
=
{
∂

∂t
〈ψ0(F (t))|X|ψ0(F (t))〉

}
. (5.12)

This component of the nonlinear polarization turns out to be responsible for a major
part of nonlinear losses. It is a microscopically motivated replacement for the purely
phenomenological current which is routinely introduced into the standard filamenta-
tion model [3] in order to salvage energy conservation. Our comparative simulations

show that the amount of losses caused by P
(corr)
NL is actually quite similar to that

obtained in the phenomenological treatment. It is fair to say that (5.12) is an ap-
proximation, yet it is a first step beyond the current method. Naturally, it could be
improved provided one can calculate higher resonant states.

Finally, the third correction originates in the split between ψM and ψF , and the
fact that the response of the latter is approximated by a Drude-like classical current
as if this portion of the wavefunction was completely free. A generalized version of
(5.5) should contain an additional term,

∂tJ(t) = ρ(t)F (t) + vi∂tρ(t) , (5.13)

where vi stands for the initial velocity of freed electrons, which “disappear” from ψM
and are “injected” into ψF . This correction can give rise to an important contribution
to THz generation, and will be discussed in detail elsewhere. However, because it
only generates a DC-like, low-frequency current, it has a negligible influence on the
propagation of the driving pulse and can be safely ignored for that purpose.

5.2.3 Comparison with exact solutions

The exactly solvable 1D Dirac-delta system is an ideal test-bed to assess accuracy
of the proposed light-matter interaction description. We utilize the time-dependent
exact solution for the non-linear response given in Ref. [79]. This is then compared
with the nonlinear response calculated as described in the previous sections.

The sole adjustment we make before comparing these results concerns the low-
frequency part of the response described above. It shows up as a constant current
after the driving pulse vanishes, reflecting the net average velocity imparted on the
ionized electrons. While it is possible to capture this effect in the resonance-response
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model, at present an estimate of vi requires one adjustable parameter. We therefore
filter out the very low-frequency part of the exact response and add this to the MESA
result in order to compare the nonlinear response.

Figure 5.3. Nonlinear response of the 1D Dirac-delta system to a λ = 2.5µm
driving pulse indicated by thin dashed line. The exact response is shown as blue solid
line, and the resonant-response model result is shown in thick red. The left panel
demonstrates accurate overall agreement between approximate and exact solutions.
The right panel zooms in in order to highlight that our response model “filters out”
very high-frequency components.

Figure 5.3 illustrates that very good agreement can be achieved between the exact
and approximated nonlinear response for a 2.5 micron wavelength driving pulse. One
can see that the approximate solution follows the exact one while it filters out the
very high-frequency components. These are due to higher-order resonances and are
therefore absent in our post-adiabatic approximation. The panels show that these
response oscillations are too fast to affect the optical-frequency components of the
driving pulse. For simulation of pulse propagation, it is therefore quite convenient
that the model response does not follow them.

We thus can conclude that the proposed method captures precisely that frequency
part of the total nonlinear response which is responsible for the back-reaction of
the medium on the driving pulse. At the same time even small-scale details in the
nonlinear response shape are reproduced quite well.

5.2.4 3D Hydrogen-like model atom

Having seen that the nonlinear response of the exactly solvable 1D Dirac-delta model
can be reproduced by the metastable-state response model quite accurately, the im-
portant question is if it still works for more realistic systems. The crucial difference
being that one has to resort to approximate methods to find, and “measure” proper-
ties of the ground state resonance. In the following we describe the procedure that



98

allows one to obtain parameterized nonlinear response from a series of TDSE simula-
tions of a given system. The Hamiltonian represents a single-electron, hydrogen-like
system,

H = −1

2
∆− 1√

a2 + x2 + y2 + z2
− xF (t) (5.14)

with a “soft” Coulomb potential and a time-dependent external field F (t) representing
the optical pulse.

To obtain the ground state resonance as a function of the static-field strength F , we
start a TDSE simulation in the numerical ground state, and add transparent boundary
conditions realized as a perfectly matched layer (PML) to the computational domain.
Because the ground state resonance is the longest-living state, the initial wavefunction
is driven toward it during the simulated real-time evolution while the “unwanted”
states decay as they leak through the PML layers. Once the solution stabilizes, we
characterize this ground state resonance by calculating the metastable expectation
value for its dipole moment. We also extract its complex-valued resonance energy.
This process is repeated for a range of field strengths, and the relevant data are
tabulated. We envision that this kind of procedure will be applied when working
with realistic (single-active-electron) models of atoms and perhaps even molecules.

Figure 5.4 shows the real and imaginary parts of metastable dipole moment X0(F ).
We have determined this quantity as a function of the field strength on different-
size grids, and with three different implementations of the PML boundary. Two
data sets, obtained for grid sizes of L = 100 a.u and L = 150 a.u., are shown in
the figure to match closely, thus indicating that convergence is achieved already on
relatively small computational domains. It should be noted that if one attempts to
determine the standard quantum-mechanical expectation value of the dipole moment,
no convergence can be reached because metastable wavefunctions diverge at infinity.
It is thus crucial that our method works with the metastable generalization of the
dipole moment.

Importantly, comparing Fig. 5.4 to Fig. 5.1, one can see that the behavior of
the field-induced dipole is qualitatively the same in the 3D system as in the exactly
solvable 1D model. This makes us believe that features of X0(F ) are quite generic.

Together with the field-dependent metastable ground state energy E0(F ), tabula-
tion of the nonlinear of the dipole moment X0(F ) shown in Fig. 5.4 constitutes the
core data that characterizes the quantum system, and makes it possible to calculate
its response to arbitrary pulsed excitation. Note that the TDSE simulations to obtain
these data sets require a significant, but only one-time numerical effort.

5.2.5 Comparison with TDSE solutions

To demonstrate that the nonlinear response can be calculated the same way also for a
more realistic system, we have generated time-dependent solutions of the Schrödinger
equation for our hydrogen-like system, exposed to a near-infrared frequency pulse.
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Figure 5.4. Complex-valued dipole moment of a 3D Hydrogen-like model atom,
measured in the metastable state born from the ground state as a function of the
external field strength. Data obtained for two computational domain size L are shown,
indicating fast convergence.

For comparison purposes, we remove the linear polarization from our numerical so-
lutions. We also remove a low-frequency background which only contributes to the
THz generation that would not not affect dynamics of the driving infra-red pulse.

Figure 5.5 shows an example in which both Kerr-like and plasma-like responses
show up in the leading and trailing edge of the pulse, respectively. Regimes like this
one, when counter-acting components of the nonlinear response manifest themselves
on similar scales are of utmost importance for extreme nonlinear optics, since the
filamentation physics is naturally influenced by this kind of dynamic balance.

We have chosen the shape of the excitation pulse to have a flat middle portion
in order to better visualize different processes that would control the dynamics of
the propagating pulse. In the leading edge of the pulse, the polarization is in phase
with the optical field. During this time, the self-focusing response dominates. In the
trailing edge, in contrast, we see the response being out of phase, which is a sign that
it acts mainly as a defocusing mechanism. In the temporal middle of the pulse one
can see that the two compete. Importantly, the agreement between the numerically
exact and the response calculated with the proposed model is rather good.

5.2.6 Application example: Femtosecond filamentation

As an illustrative example of the utility of MESA we consider a femtosecond filament
created by a 30 fs optical pulse propagating in a model gaseous medium. The medium
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Figure 5.5. Nonlinear response of a hydrogen-like system to a λ = 2µm driving
pulse indicated by the shaded area(s). The exact TDSE response is shown in blue
dashed line, and the resonant-response model result is shown in red.

consists of atoms at atmospheric pressure, each responding to the optical field as
described above. Besides the nonlinear atomic response, the medium has a linear
susceptibility which we choose the same as that of air. This is implemented as a
part of the linear optical propagator [11]. To execute the simulation, we utilize the
generalized unidirectional pulse propagation equations framework (gUPPEcore) [116]
with a medium-module that implements the MESA response.

The parameters of our illustration are chosen to create a situation in which sev-
eral processes affecting the dynamics act simultaneously. In particular, we choose the
wavelength λ= 2 µm, for which the generation of new harmonics, along with their
subsequent “temporal walk-off,” are more relevant than for 800 nm pulses. Further-
more, we assume relatively tight focusing geometry, with f=50 cm. This is to verify
that the defocusing properties of the model are sufficient to arrest the self-focusing
collapse which is made more severe by the external focusing.

Figure 5.6, showing the on-axis energy fluence versus propagation distance for
two different initial pulse intensities, demonstrates that it is indeed the case. The
defocusing effects are mainly due to free electrons. Figure 5.7 shows the linear density
of freed electrons generated versus propagation distance. The model accounts for the
corresponding energy losses via the imaginary part of the induced dipole moment.

Figure 5.8 shows the spectrum for propagation distances just before and after the
filament. Well-defined harmonic orders are obvious before the collapse: They give rise
to an additional collapse regularization that is much stronger than for λ ∼ 800nm.
Eventually, extremely broad supercontinuum is generated in the filament (full line).
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Figure 5.6. On-axis energy fluence in a filament created by 30 fs, λ = 2.0µm pulse.
The two curves represent simulations with the indicated initial intensity.

In contrast to the more studied near-IR regime, at this and still longer wavelengths
the spectral dynamics coupled with the dispersion properties of the medium become
the most important physical mechanism controlling filamentation. It thus becomes
crucial that properties of third- and fifth-harmonic generation, together with the
free-electron generation, and accompanying energy losses, are all modeled in a unified
manner, so that as the wavelength is varied all processes are included in correct
proportion.

Importantly for our demonstration, all relevant effects are captured in a self-
consistent way, without the necessity and even possibility of parameter tuning. To our
knowledge this is the first demonstration of a filament simulation on an experimentally
relevant scale in which the light-matter interaction description relies on first principles.
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Figure 5.7. Free electrons generated per unit of propagation length.

Figure 5.8. Supercontinuum generation in a femtosecond filament. Spectrum before
the collapse exhibits well-separated harmonic orders.
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5.3 Subcycle pulse engineering

For the second application of resonances, we unveil the sub-femtosecond dynamics
of light-matter interactions and show that ionization is not an instantaneous process
and, on the contrary, exhibits a marked memory effect. This conclusion is supported
by numerically solving the time-dependent Schrödinger equation (TDSE). Moreover,
we also employ an exactly solvable 1D Dirac-delta atom model [79] that allows one
to capture the light interaction with the atom, and reveals the same memory effects
observed with the full TDSE. The memory effects described here imply that the
plasma densities will differ and depend on the specific sub-cycle shape of the laser
pulse waveforms as a result of the attosecond scale ionization dynamics that are not
captured by standard models. In order to highlight this, we compare two specific
waveforms that deliver identical plasma densities in the standard model but differ
significantly when simulated using both the TDSE and the exactly solvable 1D Dirac-
delta potential model.

Of course, the fact alone that ionization depends on the temporal structure of
the driving field is not new. For example, Refs. [117] and [118] study the effects
induced by chirp. In particular, [118] utilized very high frequencies and rather extreme
chirps. Here we reveal history-dependence for long-duration wave-trains of optical-
frequency fields. Moreover, we work in a regime characterized by significantly lower
intensities when per-cycle ionization yield remains very low, yet the effect continues
to accumulate over long time-scales. In [117], the role of the precise wave-shape
was demonstrated in the photo-electron energy spectra. It was explained by the
standard dynamics of free electrons in the time-dependent external field in which the
ion potential plays no role. The mechanism revealed in this section is different in that
it requires presence of both the optical field and the interaction with the atom or ion.
Moreover, the ionization yield differences we obtain in different driving waveforms
are orders of magnitude larger than in [117]. In fact, they scale with the duration
of the pulse. We will show that these novel features are intimately connected to the
dynamics of the “to-be-ionized” electron wave-packet still weakly interacting with the
atomic potential.

5.3.1 Model descriptions

We compare three models for describing the ionization process. The first is the stan-
dard approach that we described in Section 1.1 and is an ionization model commonly
used in numerical simulations of light-matter interactions in ultra-short optical pulses
and is based on the notion of the ionization rate, W (E(t)), which specifies the number
of atoms ionized per unit of time in the field of strength E. In this approach, the
history of the system exposed to the time-dependent electric field of the optical pulse
is irrelevant. The rate of free electron production only depends on the instantaneous
value of the electric field E(t) or, alternatively, on the cycle-averaged intensity I(t).
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An estimate of the rate W is usually obtained from, e.g., PPT theory, and is often
parameterized in the form of an effective power-law. Alternatively, a tabulation of W
can be used. Irrespective of the actual implementation, the important feature present
in virtually all current simulations is that the ionization rate does not depend on the
history of the system. In the regime of weak ionization, the survival probability for
an atom to remain not ionized can be calculated as p(t) = 1−

∫ t
−∞W (E(τ))dτ .

The second model used to detect the quantum memory effects is the time-domain
3D Schrödinger equation solved numerically for a single active electron atom model,

i∂tψ(ρ, z, t) = −1

2
∆ψ + V (ρ, z)ψ + F (t)zψ (5.15)

with a Coulomb potential V and a time-dependent field strength F (t), which rep-
resents the electric field of an optical pulse. The computational domain is endowed
with perfectly matched layer (PML) transparent boundary conditions to absorb the
outgoing component of the field-driven wavefunction. The observable of interest is
the norm of the wavefunction |〈ψ(t)|ψ(t)〉|2, with its decay interpreted as a measure
of ionization [35].

For the third model, we employ the exactly solvable 1D Dirac-delta quantum sys-
tem. For our purposes here, it is important to recall that the spectrum of this system
consists of a single bound (ground-) state plus a continuum of positive energies cor-
responding to “free” states [51]. As soon as an arbitrarily weak field F is switched
on, the continuum spectrum extends over the whole real axis, and the ground-state
is transformed into a decaying resonant state, highlighted in red in Fig. 4.3. There
is also an infinite set of short-lived resonances (metastable states) which correspond
to the quasi-localized wave-packets temporarily trapped between the classically for-
bidden territory (due to the external field potential) and the binding Dirac-delta
potential. These resemble Fabry-Perot resonances in that their complex energies are
approximately equidistant with positive real parts. These states located near the real
axis in Fig. 4.3, correspond to positive energies which would not be bound in the
absence of the external field. However, their wavepackets spend enough time in the
vicinity of the atom potential that they can “remember” the history of excitation.
Note that the quantum-particle current due to the external field is completely clas-
sical in the absence of the atomic potential. Consequently, electronic states must be
able to survive close to the ion in order to exhibit any dependence on the history of
the excitation.

There exists yet another family of resonances (along the angle −2π/3 in Fig.
4.3) corresponding, roughly speaking, to the negative continuum energies (in the
field). These states are coupled to the ground-state resonance because of the time-
dependence of the external field, but have exceedingly short lifetimes. As such they
act as to renormalize the decay rate of the resonant ground state.

Here we take advantage of the fact that we have the exact solution for the induced
dipole moment (2.38)-(2.41) and current (2.35)-(2.37), and the survival probability
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of the ground-state can be calculated exactly after the laser pulse has passed. The
observable most suited for the present purposes is the value of the wavefunction at
ψ(z = 0, t), i.e. at the point where it “overlaps” with the contact potential. The
reason we utilize this particular quantity is twofold. First, its value for times after
the driving pulse has passed represents the population of the ground state. Second,
its temporal evolution during the pulse reveals high-frequency oscillations due to the
resonant states which mediate the memory effects we aim to study.

Besides the certainty that comes with an exact solution, the rationale behind using
this Dirac-delta atom model is that it allows us to demonstrate that the existence of
bound states is not a necessary condition for occurrence of quantum memory effects.
Indeed, this system has no other bound states other than the ground, yet the short-
lived resonances turn out to be sufficiently stable to cause the dependence of the
effective ionization rate on the history of the system.

5.3.2 Excitation with synthesized waveforms

To construct pulsed waveforms with attosecond scale temporal features, we super-
impose multiple harmonics as in Ref. [119] resulting in a delta-like train of peaks
that are achieved by adding all harmonics in phase and with equal amplitudes. A
similar pulse train, but with opposite sign of the electric field is then generated and
delayed with respect to the first. Fig. 5.9 shows waveform A (left panel and red-
dashed line in right panel) obtained by choosing the delay τd = 0.5T (with T being
the fundamental cycle period), such that the high-intensity pulses of opposite polarity
are equidistantly spaced in time and waveform B (black-solid line in right panel), with
τd = 0.3T , which results in a pattern of strong-intensity pulses of opposite sign that hit
as a fast double-pulse, after which a longer period of relatively low-intensity follows.
Any ionization model that neglects the history of the system will predict that these
two waveforms yield essentially identical ionization rates. This is demonstrated in
Fig. 5.10 (left) which shows the survival probability of an atom described by the
standard ionization model. The small deviation is to be attributed to the differences
of the relatively weak “backgrounds” in the two driving waveforms.

Next we examine how this behavior changes when the full quantum dynamics is
accounted for in the TDSE simulated model atom. We have examined a range of
intensities and wavelengths, and found that memory effects exhibit strong influence
on the effective ionization rate, as summarized in the following.

The right panel of Fig. 5.10 shows the comparison of the survival probability of
the atom when it is exposed to the waveforms A or B derived from the fundamental
wavelength λ = 800 nm. We find that the total ionization displays a remarkable
difference, with waveform A roughly three times stronger than waveform B. This is a
clear evidence that when shaping waveforms at the sub-femtosecond scale, non trivial
light-matter interaction dynamics will occur that are not captured by the “stationary”
ionization rates.
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Figure 5.9. Synthesized sub-cycle pulse trains. The left panel shows the intensity
versus time (in femtoseconds). Only pulse train A is shown because at this scale
waveform B looks the same. The right panel shows two fundamental periods in both
pulse streams. Note that the strong unipolar impulses are the same in amplitude,
and only differ in their relative timing.

We may expect that the history-dependent effects must disappear at sufficiently
slow driving, as one should then enter a fully adiabatic regime. The onset of this
behavior can indeed be observed in Fig. 5.11. The left panel is obtained for λ =
1200 nm. Here, the difference in the ionization rates becomes smaller, though its is
still very pronounced. Interestingly, it is now waveform B that is causing stronger
ionization. This behavior is likely be due to a resonance, possibly in conjunction with
the Stark-effect induced shifts in the spectrum of the system. Which waveform is
more ionizing is not only system-specific, but also may depend on the intensity of the
driving field.

Finally at even longer wavelength λ = 2400 nm, the right panel of Fig. 5.11
shows that memory effects become negligible, and the ionization is essentially the
same in both waveforms. As expected for this long wavelength we have entered the
adiabatic regime, in which the system follows the instantaneous value of the driving
field and the relative timing between unipolar impulses is therefore unimportant. The
transition into the adiabatic regime occurs similarly for the exactly solvable Dirac-
delta system. In that case it is also possible to show analytically that non-adiabatic
corrections scale with 1/λ2.

We have thus seen that the ionization efficiency differences depend on the fun-
damental wavelength and thus on the spectral content of the electric field waveform.
The fact that the two types of excitation can result in larger or smaller ionization
rates at different wavelengths suggests that resonances mediated by the bound states
of the atom affect the outcome. One could thus assume that the existence of multiple
bound states is a necessary condition to observe memory effects in the ionization.
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Figure 5.10. Survival probability (non-ionization) of a model atom as calculated
by the rate-ionization model (left panel) and according to the TDSE (right panel).
The effective multiphoton order for the rate model is K = 6.5 and the ionization
cross-section is chosen such that the final ionization probability in pulse train A is 1
percent. The fundamental excitation wavelength is λ = 800 nm. The inset in the left
panel shows a detail of the bound-state population vs time, and illustrates that the
most of the ionization occurs during the strong electric-field impulses. These “steps”
are smoothed out in the TDSE measurement due to the size of the computational
domain.

However, as we demonstrate in the following, it turns out that the mere existence of
a single bound state (e.g. the ground state) in conjunction with the energetic con-
tinuum is sufficient for the coherent memory effects to set in as soon as the driving
waveform is sufficiently “fast.”

In order to show this, we employ the exactly solvable 1D Dirac-delta potential
model to investigate waveform timing effects in the ionization and dynamics of the
driven quantum system. Figure 5.12 shows the behavior of the wavefunction ampli-
tude ψ(x = 0, t) when the system is exposed to the same pulse trains we used above
for the more realistic atom model. Its final value after excitation ceases is a direct
measure of the non-ionization survival probability. Comparison of the two panels
reveals that the ionization yield is drastically dependent on the timing of the electric
field pulses. In other words, the system exhibits memory, as it makes a difference
whether an equivalent electric field impulse follows quickly after a previous one. This
effect is further illustrated in Fig. 5.13 which shows a zoom into Fig. 5.12. A feature
to note is the different amplitude of the wavefunction oscillation immediately follow-
ing the second field impulse. Ref. [109] showed that in the adiabatic approximation,
it is exactly the amplitude of the metastable state born from the ground state that
describes the wavefunction of the system and in particular ψ(x = 0, t). The latter,
when calculated in such approximation shows a smooth curve slaved to the optical
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Figure 5.11. Ionization in synthesized pulse trains for fundamental harmonic wave-
lengths λ = 1200 nm (left panel) and λ = 2400 nm (right panel).

field and has no dependence on the history. This tells us that what we see is the inter-
ference between the ground-state amplitude and the resonant states near the real axis
shown in Fig. 4.3. The stronger “ringing” caused by the waveform A suggests that
the increase in the ionization yield is mediated by these resonant states. It is clear
from these simulations that the quantum systems remember past ionization dynamics
and that their response is not only due to the instantaneous field value. If we are to
improve the current medium models, then we must take into account the effects of
memory.
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Figure 5.12. Exactly solvable 1D Dirac-delta potential model exposed to a mul-
ticolor time-dependent driving field. Ground-state amplitude ψ(x = 0, t) is shown
as a function of time. It exhibits adiabatic following of the driving field (large-scale
variations) together with high-frequency oscillations due to interference between the
ground and continuum states (causing, in particular, excursion exceeding unity). The
final value after excitation reflects ionization (indicated by arrow) and shows that dif-
ferent pulse timings result in different effective ionization rates.
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Figure 5.13. Zoomed-in view of resonance excitation on the same data as shown in
the previous Figure 5.12. Plots illustrate “shaking” of the electronic wavefunction in
the external field. Note the increased amplitude of oscillation after the second impulse
in pulse train A. These oscillations are due to excitation of the resonant states found
near the real axis in Fig. 4.3.
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5.4 Carrier wave effects

For the third application, we investigate how carrier-wave shaping via multicolor
optical fields plays an important role in nonlinear optical regimes in which the atoms
and/or molecules become partially ionized and freed electrons are driven by the strong
optical field. A prominent example of this is the use of two-color fields to control High-
Harmonic Generation (HHG) and emission of attosecond pulses. In contrast there has
been relatively little work on the effect of such pulse shaping on the refractive part of
the nonlinear response, nominally due to bound electrons, which affects propagation
via self-phase modulation in space or time. In particular, while the role of the carrier-
envelope phase on optical filamentation has been investigated, multicolor optical fields
present a more formidable theoretical challenge due to the large spectral bandwidth
that must be captured.

Several recent experimental and theoretical works have appeared that unveil sur-
prisingly pronounced effects related to the subcycle shape of the pulse temporal wave-
form, and the present work has been inspired by such experiments. More specifically,
the idea of subcycle engineering of optical filamentation formation by means of a
weak third-harmonic (TH) seed pulse was proposed by Béjot et al. [120, 121], and
the same group also showed that secondary radiation created by optical filaments
can affect their subsequent propagation [122]. In this way the precise shaping of the
carrier-wave on the sub-cycle scale, with concomitant modification of the filament,
was demonstrated to control both the density and spatial distribution of the generated
plasma.

An even earlier series of experiments performed at the University of Central
Florida stands out and highlights the surprising influence seed pulses can have on
optical filamentation [123, 124]. They showed that a strong supercontinuum en-
hancement can be achieved by means of a seed pulse with energy significantly smaller
than the filament. To the best of our knowledge the interpretation of this finding is
still incomplete, and the standard simulation and modeling approach fails to explain
how such a weak seed pulse can give rise to such pronounced effects.

The fact that weak seed fields can control the propagation, spectral content, and
plasma generation for optical filaments that are orders of magnitude stronger is very
intriguing, and underpins the questions we address in this work. Specifically, in
Ref. [121] the mechanism through which a weak TH pulse affects the dynamics of
two-color ionization was identified using time-domain Schrödinger equation (TDSE)
simulations, and a phenomenological model utilizing a large number of parameters
was proposed. Here we address whether a full TDSE treatment is indispensable, or
it is possible to capture these effects using a simpler, though still microscopically
founded, scheme that can be readily integrated into pulse propagation simulations.

Another question concerns the underlying physics: Is there an alternative and per-
haps more intuitive view than the mechanism put forward in [121], namely quantum
interference between ionization channels involving different color photons? In this
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work we identify local temporal peaks in the composite electric field as the unifying,
most important effect that underlies both the supercontinuum and plasma generation
control with weak seed pulses. Utilizing and comparing an exact quantum treatment
to a quasi-static approximation based on the single-state Metastable Electronic State
Approach (ssMESA) [83], we show that an adiabatic description, in which the re-
sponse of the system does not depend on the previous evolution but only on the
instantaneous value of the electric field, is sufficient to capture all qualitative features
of the above mentioned experiments.

We employ numerical simulations of optical filamentation in a two-color pulse
comprising both pump and seed with full spatial and temporal resolution. In order
to address the question of what is the necessary level of treatment of the light-matter
interaction, we employ two atomic models coupled to the gUPPEcore pulse propa-
gation solver. The first model involves a one-dimensional hydrogen-like atom with
a Dirac-delta [51] potential driven by the external time-dependent field due to the
optical pulse. The conceptual simplicity of this idealized approach serves two pur-
poses in this work: First, the fact that a model with a single bound state can capture
the essential dynamics implies that the underlying mechanisms do not depend on the
details of the discrete atomic spectrum. In particular, we can show that the ioniza-
tion enhancement in a carrier-shaped field does not depend on the increasing density
of states below the ionization threshold or on transient Freeman resonances [125]
and/or Stark shifts in strong fields. This sheds additional light on the TDSE-based
interpretation given in [121].

The second rationale for utilizing this particular system is that we can take advan-
tage of the existence of an exact solution for the nonlinear polarization and current
density induced by an arbitrary time-dependent field [51, 79, 126]. It makes it feasible
to integrate the spatially resolved pulse propagation modeling with the numerically
exact solution for the nonlinear response of the quantum system, were the latter is
evaluated at every point of the spatial computational grid encompassing the whole
focal volume. Such a task would be prohibitively expensive should one use a 3D
quantum model.

The second light-matter interaction model uses the ssMESA for noble gas atoms
[127]. We start from the Single Active Electron (SAE) models of noble gas atoms,
utilizing the SAE potentials given in [128]. For a specific model of an atom, numerical
simulations of the corresponding Schrödinger equations are used to collect the neces-
sary input data. Figure 5.14 illustrates the properties that are extracted from such
a simulation for the case of Argon, i.e. the nonlinear dipole and imaginary energy
versus field strength F , both given in atomic units [a.u.]. While ssMESA does not
use the nonlinear index n2 per se, the n2 values extracted from the full nonlinear
response compare favorably with the measurements shown in Ref. [127, 129]. This
approach is microscopically self-consistent in the sense that nonlinear polarization
and the ionization rate are automatically in correct proportion, and as such it is an
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ideal test bed.
In order to identify the minimal quantum-based description required to capture the

effects under discussion, we do not apply any of post-adiabatic corrections to ssMESA
described in [83]. This results in a model in which both the nonlinear polarization and
the ionization rate depend only on the instantaneous value of the electric field. By
demonstrating that this description successfully captures all features of the dynamics
seen in the experiment of [120, 121], we are able to deduce that the enhancement
effect is essentially adiabatic and that retardation effects in the quantum light-matter
interaction do not play a dominant role.

Finally, to perform spatially resolved pulse propagation simulations, the nonlin-
ear interaction models described above are supplemented with the linear frequency-
dependent susceptibility for the medium. In particular, we use the refractive index
versus wavelength taken from [69, 130] as inputs for our spectral gUPPEcore simula-
tor.
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Figure 5.14. Argon atom model and the representation of its response in the single-
state MESA. In the adiabatic approximation the atomic response is described in
terms of the nonlinear dipole moment (w.r.t. field strength) of the Stark resonance
connected to the ground-state, and the imaginary part of the resonance’s energy (all
quantities in atomic units).

We characterize the input field by the nominal pulse and beam parameters that
would be attained at the point of the geometrical focus were they propagated linearly.
Our first numerical experiment uses a tightly focused pulsed beam: This geometry
reduces propagation effects, and emphasizes the role of the nonlinear response. The
gUPPEcore solver was used to numerically propagate two 12 fs (FWHM) pulses,
the pump pulse of wavelength 796 nm with an intensity of 1 × 1018 W/m2, and
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the seed pulse of wavelength 266 nm with an intensity of 1 × 1016 W/m2. The
relative phase delay of the seed pulse was varied between 0 and 2π with respect to the
pump. Both pulses were given a focused spot size radius of 10 µm. Two numerical
experiments were simulated using identical pulse properties. The first utilized the
exactly solvable Dirac-delta model with the ionization potential adjusted to that of
Hydrogen or Argon, and the second simulation was done with an ssMESA-based
model of Argon.

First we used the exactly solvable Dirac-delta model in a simulation of ionization
yield in a pump-seed configuration in which the phase of the third-harmonic seed
pulse controls the ionization yield. In particular, the results in Fig. 5.15 reproduce
the behavior observed in the experiment [120] in that the ionization yield is a peri-
odic function of the TH phase. Here the ionization yield is characterized using the
linear electron density in inverse meters, obtained as the transverse integrated elec-
tron plasma density. Furthermore, the ionization yield enhancement is significant
despite the small TH energy compared to the pump, thereby validating that the one-
dimensional atomic model can capture the enhancement. We note, however, that the
phase of the curve depicted in Fig. 5.15 is slightly shifted, with the minimum lo-
cated somewhat beyond φTH = π/2 where one would expect destructive interference
between the pump and the third-harmonic seed pulse. We can intuit this by noting
that our definition of the relative phase between the pump and control pulses is with
respect to linear propagation. It is therefore not unexpected to observe a shift caused
by accumulation of nonlinear phase during the pulse propagation, despite the tight
focus geometry.

The next question we address is whether it is necessary to retain the full time-
dependent quantum dynamics implicit in the exact model to capture the oscillations
in Fig. 5.15. In a comparative simulation we use ssMESA which is based on a
single-electron approximation within the adiabatic approximation. We use Argon for
our simulated medium in a fully resolved propagation simulation of a tightly focused
pulse. The simulation results for the corresponding linear electron density are shown
in Fig. 5.16(a) at the point of linear focus. In accordance with the experiment, and
in qualitative agreement with the simple exact model results shown in Fig. 5.15,
the ionization yield is seen to be a periodic function of the relative carrier phase
between the pump and the weak third-harmonic pulse. Inspection of the electric field
carrier wave, shown in the insets in Fig. 5.16(a) and in Fig. 5.16(b), reveals that
the occurrence of enhanced peaks in the temporal profile closely correlates with the
higher ionization yield. Thus even though the third harmonic seed has a relatively
small power, the concomitant local field enhancement and a crossover from flattened
to sharp carrier-wave peaks is evident and indeed underpins the enhanced nonlinear
absorption.

Overall, the shape of the ionization yield plot is similar to that obtained with the
exact quantum treatment, and this allows us to deduce that the ionization enhance-
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Figure 5.15. Ionization yield in a pump pulse seeded with a weak third-harmonic
pulse. The curves show the number of electrons generated over the the whole cross-
section of the beam at the propagation distance corresponding to the linear focus.
This simulation result was obtained with the Dirac-delta quantum system (open sym-
bols: Eg = 13.6eV, filled symbols: Eg = 15.6eV with density scaled 5×). The method
utilizes an exact solution capturing all potential quantum coherence effects and pos-
sible dependence on the history of the system.

ment is adiabatic in nature. In other words, it can be described with a model in which
the ionization rate depends solely on the instantaneous value of the driving field but
not on the previous history of the driven atom. This is a welcome observation from
the simulation and modeling standpoint, as it means that instead of a full solution of
the Schrödinger equation coupled to the nonlinear pulse propagation, one can utilize
computationally less expensive approximations, such as ssMESA.

Next we show that the qualitative picture does not change when propagation
effects start to play a role. The following simulations correspond to the experiment of
Béjot et al. using a 1mJ, 100fs, 796nm pump pulse with a 30µJ TH seed. To explore
both short and longer filamentation regimes, the pulses are focused to a beam waist
of 25µm (Fig. 5.17) or 150µm (Figs. 5.18 and 5.19).

As shown in Fig. 5.17 for the short filament, the ssMESA model captures both
the ionization yield enhancement, and the significant spectral power increase in the
600−700 nm region (c.f. Figs. 3h, 3i in [120] (arxiv v.) — here we prefer to show the
complete spectrum on the log scale), as well as the shortening of the plasma channel.
Once again the qualitative experimental features are well captured on the basis of the
adiabatic ssMESA without the need for TDSE simulations.

For a longer filament, it was shown experimentally that one can control the spatial
modulation of the free electron density by adjusting the relative phase of the third
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Figure 5.16. a) Ionization yield in a pump pulse seeded with a weak third-harmonic
pulse. This simulation utilized a model of Argon based on the single-state MESA.
The dashed line represents the ionization yield without the harmonic seeding. The
insets show the shape of the carrier wave corresponding to minimal and maximal
plasma production, and the overall pulse profiles for the two cases are compared in
b). This result indicates that the ionization enhancement is driven by the local peaks
in the electric field profile.

harmonic seed pulse [120], and ssMESA can faithfully reproduce this effect also. Fig-
ure 5.18, which should be compared with Fig. 4 in Ref. [120], shows that in a longer
filament the electron density exhibits oscillations as a function of the propagation
distance. This longitudinal modulation can be controlled by the TH pulse timing,
which shifts the “phase” of the plasma density modulation curve according to “move-
ment” of locations over which the seed pulse interferes with the pump constructively.
Fig. 5.19 illustrates how this behavior depends on the gas pressure: The plasma
modulation depth and the modulation “wavelength” both decrease with the gas den-
sity, reflecting the gas density dependence of the phase-velocity difference between the
pump and third-harmonic wavelengths. This behavior, which reproduces the pressure
dependence seen in the experiment, further indicates that propagation effects play a
minimal role in the given setting, and that the essential physics is controlled by the
single-atom response to the carrier-shaped optical field.
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Figure 5.17. Carrier-shape effect in a short filament. When the third-harmonic and
fundamental fields align in phase in the focal region, the supercontinuum spectrum
(a) and plasma generation (b) is significantly enhanced, while the FWHM length of
the filament shortens.
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Figure 5.18. Ionization yield in a loosely focused filament, using an ssMESA Argon
model. The plasma density exhibits a modulation which can be shifted forward or
backward by adjusting the pump-seed carrier phase.
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Figure 5.19. The modulation of the spatial plasma density distribution depends
on the pressure, and reflects the walk-off distance between the phases of the pump
and the seed waves. Density profiles shown were scaled in order to show that the
density-modulation length is inversely proportional to the gas pressure.
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5.5 Summary

We have shown in this chapter that metastable states can be useful in investigat-
ing nonlinear phenomena. We have introduced the metastable state approach for
calculating the ultrafast, off-resonant nonlinear optical response of gases, and demon-
strated its accuracy and computational economy. As a test bed we employed a 1D
atomic model that allows for comparison of MESA against exact solutions, and ex-
cellent agreement between the exact and approximate results were obtained for the
nonlinear optical response even using only a single metastable state in adiabatic ap-
proximation. We have also identified post-adiabatic corrections which are responsible
for the slight increase of ionization rate, and for losses that the optical field suffers
as a consequence of ionization. The approach was also applied to a 3D hydrogen-like
model with similarly good agreement between MESA and TDSE simulations. As a
demonstration of the computational economy of MESA an example of optical filamen-
tation was presented. We note that MESA yields a model for the ultrafast nonlinear
optical response with no free parameters for a given gas. Importantly, from a practical
simulation point of view, the approach has a computational complexity comparable
to that of the standard light-matter interaction model used in optical filamentation.
In this sense the method provides a microscopically founded replacement.

We then moved on to show that in the non-adiabatic regime the atom dynamics,
and in particular ionization yields are strongly influenced by “field-dressed, weakly
bound states”, i.e. electronic states that survive in the vicinity of the atom or molecule
for some time, even if only for a fraction of the optical cycle and are thus exposed
to both the atomic potential and to the driving field. These dynamically driven
superpositions are able to “record” the history of the system and exhibit a strong
response even to weak fields. History dependent effects may therefore occur even
at low, readily achievable intensities and in driving waveforms with all frequencies
much lower than the ionization potential with potential applications in molecular
fragmentation dynamics [131] and in the general field of extreme nonlinear optics,
e.g. high harmonic generation.

Lastly, we have shown that the variety of enhancements that can appear in seeded
filament propagation, namely ionization yield, supercontinuum spectrum, and plasma
extension, can be captured in simulations using a MESA based light-matter interac-
tion model in its simplest form, namely without any post-adiabatic corrections, uti-
lizing a single meta-stable state. This means that the mechanism is approximately
adiabatic in the sense that the atom reacts mainly to the instantaneous value of the
electric field in a two-color pulse, and that this process does not invoke quantum
retardation effects and the outcomes exhibit little dependence on the history of the
atom.

It may seem surprising that an effect which can be understood as interference
between different channels of multi-photon ionization [120] can be qualitatively cap-
tured already at the quasi-static level. However, our interpretation of the two-color
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effects neither reduces to a simple tunneling model nor is it in contradiction with
the multiphoton picture. Indeed, the same way a TDSE simulation can seamlessly
capture both the tunneling and the multiphoton regimes, and it does this without
explicit invocation of multiphoton channels, the ssMESA, which builds on the same
SAE potential as the TDSE, can straddle these different regimes. Of course, this is
not to say that quantitative agreement with experiment, should absolute-scale mea-
surements become available, would not require post-adiabatic corrections.

The important conclusion is that while quantum effects are clearly at play in
optical filaments driven by broad spectrum pulses, it is not necessary to use a full
time-domain Schrödinger equation to capture them. We have demonstrated that one
also does not need to resort to painstaking adjustment of many degrees of freedom in a
parameterized model [121] to fit the nonlinear absorption, refraction and ionization to
achieve the displayed qualitative agreement with the experiment. We emphasize that
in these simulations we used no adjustable model parameters, and the totality of the
model atom response derives solely from the quantum model we utilized to describe
the atom. Our findings thus make the prospect of practical modeling of filamentation
driven by multi-color fields, including field propagation much more tangible.
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Chapter 6

Open Questions

The theoretical framework presented in this dissertation opens up exciting new re-
search opportunities as it is now possible to use a quantum description of the medium
in ultrashort pulse propagation simulations. With any newly developed theory there
are still unresolved questions to be answered.

The first open question is related to the completeness of the Stark resonant states.
The 1D Dirac-delta potential and the 1D square well potential support at least one
bound state and also two other families of resonances, one near the positive real
energy axis (called “Right family” resonances) and another along the ray θ = −2π/3
in the complex energy plane (called “Left family” resonances). Currently, it is unclear
which resonant states contribute most to a model’s polarization response, and if it is
possible to approximate the model’s exactly calculated response using only a finite
number of resonances. In Section 4.6 it was shown that an expansion in terms of the
resonant states of the 1D Dirac-delta potential model is partially complete. The Right
family resonances can be used as a basis to represent an arbitrary function on the
negative spatial axis, but not on the positive axis, and that including any of the Left
family resonances exponentially deteriorates the agreement between expansion and
original function on the positive axis. This limited convergence property may be a
general property of Stark resonance expansions and therefore greatly affects their use
as a medium model. In Section 5.2, the addition of a post-adiabatic correction energy
(5.11) improved the correspondence of MESA’s response to the exactly calculated time
dependent solution of the 1D Dirac-delta model (see Figure 5.2). One key assumption
of this correction is that for states evolving from the ground state, the system of
resonant states {ψn} is complete, and that the projection 1 − |ψ0〉 〈ψ0| accounting
for resonances other than the ground state can be used. From the practical success
of MESA, it appears that including some information about the resonance families
qualitatively improves the model. The ability of the 1D Dirac-delta model to respond
to the carrier’s shape, as demonstrated in Section 5.3, supports this assumption as
well. It was assumed that even though the model contains only a single bound state,
the field induced excitations of the Right family resonances produce the dramatic
change in ionization yield seen in Figures 5.12 and 5.13. Therefore the Right family
does play some role in the medium’s dynamics.

It is possible to test if including an additional finite number of resonances with
the ground state improves the accuracy of the medium model, similar to MESA’s
post-adiabatic correction. This is done by calculating the depletion of the ground
state for three resonance-based medium models, each containing a different num-
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ber of resonances that belong to the 1D Dirac-delta potential. These are compared
to the exactly calculated ground state depletion, which implicitly includes all reso-
nances. Figure 6.1 compares the four models, each with ground state energy equal to
−15.76eV , interacting with a 800nm laser pulse with duration 25fs and peak inten-
sity 1018W/m2. The population curve labeled G is calculated using only the ground
state resonance and is essentially the adiabatic approximation. The curve labeled GR
is from a model containing the ground state plus one of the Right family resonances,
and the curve labeled GRL contains the ground state, one Right family resonance
and one Left family resonance. The last model labeled Exact is the quantity |ψ(0, t)|2
calculated from the exact time dependent solution for the 1D Dirac-delta model. This
value corresponds to the ground state population after the pulse has passed and is the
correct ground state depletion to which the other three models are compared. For this
particular laser pulse scenario, the model including only the ground state resonance
underestimates the depletion of the ground state, while the model which includes an
additional resonance from the Right family overestimates the depletion. The model
which includes a Left family resonance results in a final ground state population of
greater than unity, which is unphysical. It is a surprising result since it was thought
that the Left family resonances, with a large imaginary component of their energy,
would decay very rapidly in time compared to the Right family resonances and would
therefore play almost no role in the time dynamics. One possible explanation for
this behavior may be found by inspecting the eigenvalue spectrum in Figure 6.2. As
the resonance energies increase, the energetic spacing between resonances decreases.
Given the coupling matrix element equation

〈∂Fψn|ψk〉D =
F

α (En − Ek)3

[
ψ′n(0−)ψ′k(0

−)− ψ′n(0+)ψ′k(0
+)
]

it becomes clear that higher energy states are more tightly coupled. Numerically
calculating the real and imaginary parts of a system’s coupling matrix elements also
supports this claim, as illustrated in Figure 6.3, where the magnitude of the coupling
elements for a resonance system containing the ground state plus the first five Right
family resonances are illustrated. It may simply not be possible to include a finite
number of Left or Right family resonances, given that the preferential coupling to
higher resonant states will essentially drain ground state resonance of population (at
least that is apparent for the Right family of resonances). It is perhaps necessary
that any resonance-based model must account for all resonant states. To this end,
one potential research avenue is to investigate whether a closed form solution exists
for the summation of coupling terms in the time evolution equations

c′n(t) = −icn(t)En(F (t)) +
∑
k

ck(t)F
′(t) 〈∂Fψn|ψk〉 .

Since what appears is essential a weighted sum over the off-diagonal dipole matrix
elements 〈∂Fψn|ψk〉 = −〈ψn|x |ψk〉 /(En − Ek), perhaps some generalization of the
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Figure 6.1. (Left) The time dependent survival probability (decrease in ground state
population) for three resonance-based medium models (G, GR, GRL) containing the
1D Dirac-delta potential is compared to the exactly calculated ground state depletion.
The labels signify which resonances are included in each model: G is the ground state,
R is the first resonance in the Right family, L is the first resonance in the Left family,
and Exact is the exact solution |ψ(0, t)|2 whose value after the pulse has passed is
equal to the ground state population. Including the R resonances can dramatically
change the ionization dynamics and including the L resonances produces unphysical
results. (Right) Zoomed in picture near the end of the simulation.

Thomas-Reiche-Kuhn sum rule [132, 133, 134, 135] (for an introductory text, see
Wikipedia1) is possible, though it remains to be seen if it can be applied to non-
Hermitian Hamiltonians and operators. This would be a marvelous discovery to
add to the knowledge of resonant states and would immediately benefit practical
implementations of MESA.

Another open question is how to map complex-valued observables from non-
Hermitian quantum mechanics back to their real-valued counterparts in Hermitian
quantum mechanics. Brody [89] gives an equation for the expectation value for bi-
orthogonal states 〈F̂ 〉 =

∑
n,m c̄ncmfnm/

∑
n c̄ncn where cn,m are the coefficients of

an expansion in terms of resonant states. This expectation value has the same form
as the Hermitian expectation value, except that the values fnm =

∫
C ψn(z)fψm(z)dz

are calculated using the contour integral defined in Section 4.2. Simply taking the
real part of the complex-valued observable is incorrect, since both real and imaginary
parts appear to contain useful information, as has been shown in the post-adiabatic
correction term for the nonlinear polarization, Eq. (5.12). So far, no consensus of a
correct transformation between Hermitian and non-Hermitian observables has been
published. Another useful quantity to determine would be a non-Hermitian coun-

1https://en.wikipedia.org/wiki/Oscillator strength
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Figure 6.2. Resonance energy landscape for the delta potential with energy z. Note
that the resonance energy spacing decreases for higher energy states (further from the
origin).

terpart to Ehrenfest’s theorem. This would probably require a formal definition of
a commutator-like operator for bi-orthogonal states and so far this has not been
realized.

The next open question concerns the bound state energy spectrum of a resonance-
based medium model and to what extent it must match the spectrum of a realistic
atom in order to reproduce its response. The success of the 1D Dirac-delta potential
model in qualitatively reproducing common nonlinear effects is surprising, given that
it contains only a single bound state. In Section 4.4.2, a complete theory for the
1D square well potential was developed. This model has a distinct advantage over
the delta potential in that it allows for the inclusion of multiple bound states and
therefore provides a means to investigate how additional bound states contribute
to a medium’s response. In Figure 6.4 the bound state energies for two different
well dimensions are displayed. Unlike in realistic atoms, where the highest density
of states are found near the continuum, the square well potential has the densest
region of bound states near the bottom of the well. It is unclear whether the unusual
bound state configuration will adversely affect its ability to approximate the response
of a realistic atomic gas, such as Argon. Simply ignoring transitions to particular
states in order to produce a more realistic spectrum may be a possible solution. It is
now possible to numerically solve for the resonances of a 3D coulomb-like potentials
[136]. Such resonance systems may provide another tool for investigating whether the
spectrum of the medium model must match the realistic spectrum of a gas. Although,
the shape of the field-induced nonlinear polarization response may prove to be more
important than the arrangement of bound states that produced it.



124

Figure 6.3. Coupling matrix elements 〈∂Fψn|ψk〉 for the ground state G00 and the
first five Right family resonances R01− R05 for a field F = 0.001 and ground state
energy Eg = −15.76eV . Note that the strongest coupling is between neighboring
states and that due to the closer spacing of higher energy states, the strength of
coupling is larger also.

A related avenue of research is to further develop MESA for more realistic poten-
tials for atomic gases commonly used in experiments, such as argon. Recent progress
in direct experimental characterization of optical nonlinearities at ultrafast time scales
brought quantitative results concerning the self-focusing nonlinearity [137] as well as
free-electron generation [138] in various gases. Importantly, spatio-temporal profiles
of the nonlinear responses can now be obtained essentially free of propagation effects.
Given that the nonlinear polarization of many noble gases have similar shapes, as
illustrated in Figure 6.5, it may be possible to capture this shape as a parametric
function with fitting parameters found directly from experiment.
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Figure 6.4. The dimensions of the square well potential determine the number of
bound states. Note that the bound state energy spacing is most dense at the bottom
of the well, which differs from a realistic atom. The vertical arrows on the right
side represent photon energies at 800nm and illustrates whether states are on- or
off-resonance to the driving field.

Figure 6.5. Scaling the nonlinear polarization responses of noble gases shows that
they have the same characteristic response to the field.



126

Appendix A

Airy Integration Technique

The Airy integration technique outlined in this Appendix is used to evaluate integrals
that contain linear combinations of Airy functions A,B and their derivatives A′, B′,
where the two sets of functions have shifted arguments. A shorthand notation of
A = A[α(x + βn)] and B = B[α(x + βk)] is used throughout. The two unknown
integrals of interest are ∫ ∞

−∞
A′Bdx and

∫ ∞
−∞

xA′Bdx, (A.1)

where the integration over x is understood to be along the contour C (Figure 4.1).
Simply applying integration by parts leads nowhere since the solutions always involve
integrals that are also not known. The technique described here circumvents that
problem. For an integral whose integrand has the form xnA′B, the following steps
are performed:

1. Multiply the integrand xnA′B by x

2. Differentiate w.r.t. x and integrate

3. Repeat 1 & 2 with the “symmetric” integrand xnAB′

4. Subtract the two equations

Using this procedure it is found that the unknown integrals can be written in terms of
known integrals, which do not contain derivatives of A or B, and are therefore found
in published literature [104]. The procedure relies on the fact that wavefunctions
and their derivatives are continuous at jumps of V (x). Moreover, A and B must be
resonant eigenstates that belong to the orthonormal system w.r.t. the pairing defined
by the the contour integral along C (4.3). As such, the formulas derived below do not
apply to arbitrary combinations of Airy functions. On the other hand, the method
does apply to a general case of Stark resonances in piecewise constant potential and
in this sense the results shown below are general. In the next sections this integration
technique is applied to the integrands A′B and xA′B to demonstrate its usefulness.

A.1 Integrating A′B

To solve the integral of A′B, the first step is to multiply by x and differentiate

∂x(xA
′B) = A′B + αxA′′B + αxA′B′ = A′B + α2x(x+ βn)AB + αxA′B′. (A.2)
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Next, both sides are integrated and the results contain both known and unknown
Airy integrals

xA′B

∣∣∣∣+∞
−∞︸ ︷︷ ︸

=0

=

∫ ∞
−∞

A′Bdx︸ ︷︷ ︸
want

+α2

∫ +∞

−∞
x2ABdx+ α2βn

∫ ∞
−∞

xABdx︸ ︷︷ ︸
known

+α

∫ ∞
−∞

xA′B′dx︸ ︷︷ ︸
unknown

.

(A.3)
To remove the unknown integrals that contain both derivative functions A′ and B′,
the “symmetric” integrand is differentiated,

∂x(xAB
′) = AB′ + αxA′B′ + αxAB′′ = AB′ + αxA′B′ + α2x(x+ βk)AB, (A.4)

and then integrated, in order to find the complementary equation to (A.3)

xAB′
∣∣∣∣+∞
−∞︸ ︷︷ ︸

=0

=

∫ ∞
−∞

AB′dx︸ ︷︷ ︸
unknown

+α2

∫ ∞
−∞

x2ABdx+ α2βk

∫ ∞
−∞

xABdx︸ ︷︷ ︸
known

+α

∫ ∞
−∞

xA′B′dx︸ ︷︷ ︸
unknown

.

(A.5)
Next, (A.3) and (A.5) are subtracted∫ ∞

−∞
A′Bdx−

∫ ∞
−∞

AB′dx = −α2(βn − βk)
∫ ∞
−∞

xABdx. (A.6)

It is possible to relate the two terms on the LHS using the fact that AB vanishes
at the ends of the integration contour:

∫
A′Bdx +

∫
AB′dx = 0. Given this, the

unknown integral is now written in terms of a known one (VS 3.54 [104])∫ ∞
−∞

A′Bdx = −α
2

2
(βn − βk)

∫ ∞
−∞

xABdx︸ ︷︷ ︸
3.54

. (A.7)

Here the integration technique was used for an integral along the entire contour, but
it is possible to apply the same technique to integrals over a finite range (a, b). The
only change would be the inclusion of the LHS terms of (A.3) and (A.5) evaluated at
the points a and b. A finite-range integral over (−d, d) appears during the calculation
of the coupling term for the square well potential in Equation (4.33).

A.2 Integrating xA′B

To solve this integral, the same procedure is used: Multiply the integrand by x,
differentiate and then subtract “symmetric” integrand.

∂x(x
2A′B) = 2xA′B + αx2A′′B + αx2A′B′ = 2xA′B + α2x2(x+ βn)AB + αx2A′B′

(A.8)
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∂x(x
2AB′) = 2xAB′ + αx2AB′′ + αx2A′B′ = 2xAB′ + α2x2(x+ βk)AB + αx2A′B′

(A.9)
Subtract (A.8) and (A.9) and then integrate

0 = 2

∫ ∞
−∞

xA′Bdx︸ ︷︷ ︸
want

−
∫ ∞
−∞

xAB′dx︸ ︷︷ ︸
unknown

+ α2(βn − βk )

∫ ∞
−∞

x2ABdx︸ ︷︷ ︸
known

. (A.10)

Just as was done for the integrand A′B, the two terms within the square braces can
be related using integration by parts plus an orthogonality argument. As a result,
the sought integral can be written in terms of a known integral (VS 3.55)∫ ∞

−∞
xA′Bdx = −α

2(βn − βk)
4

∫ ∞
−∞

x2ABdx︸ ︷︷ ︸
3.55

. (A.11)
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Appendix B

Derivation of Nonlinear Current

B.1 Initial equations

In this Appendix a detailed derivation of the probability current for the 1D Dirac-
delta model is presented. The initial equations that govern probability current and
the quantum system’s wavefunction are

J(x, t) = <
{
ψ∗(x, t)

[
1

i
∇ψ(x, t)

]}
(B.1)

ψ(x, t) = ψF (x, t) + ψS(x, t) (B.2)

ψF (x, t) =

∫
dx′KF (x, t|x′, 0)ψB(x′) (B.3)

ψS(x, t) = iB

∫ t

0

dt′KF (x, t|0, t′)ψ(0, t′) (B.4)

where

ψB(x) = B1/2e−B|x| (B.5)

KF (x, t|x′, t′) = eiφ(x,t,x′,t′)K0(x− xcl(t), t|x′ − xcl(t′), t′) (B.6)

K0(x, t|x′, t′) =
1√

2πi(t− t′)
e
− (x−x′)2

2i(t−t′) (B.7)

φ(x, t, x′, t′) = xpcl(t)− x′pcl(t′)− [Scl(t)− Scl(t′)] . (B.8)

With these equations the current J(t) can be calculated from the current density by
integrating over all space

J(t) =

∫ ∞
−∞

J(x, t)dx. (B.9)

An ansatz for ψ(0, t) is made

ψ(0, t) = A(t)B1/2ei
B2t
2 e−iScl(t) (B.10)

which helps reduce rapidly oscillating phase terms that appear in some of the integrals.
This choice is used throughout the derivation. Next, the derivatives of each of the
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components that make up ψ(x, t) are computed

∇KF (x, t|x′, t) =

[
i (x− xcl(t)− x′ + xcl(t

′))

t− t′ + ipcl(t)

]
KF (x, t|x′, t′) (B.11)

∇ψB(x) = −Bsgn(x)ψB(x) (B.12)

∇ψF (x, t) =

[
i(x− xcl(t))

t
+ ipcl(t)

]
ψF (x, t). (B.13)

Given these derivatives, it is possible to evaluate ∇ψ(x, t)

∇ψ(x, t) = ∇ψF (x, t) + iB

∫ t

0

dt′∇KF (x, t|0, t′)ψ(0, t′) (B.14)

∇ψ(x, t) =

[
i(x− xcl(t))

t
+ ipcl(t)

]
ψF (x, t)

+ iB

∫ t

0

dt′ ψ(0, t′)

[
i (x− xcl(t) + xcl(t

′))

t− t′ + ipcl(t)

]
KF (x, t|0, t′).

(B.15)

Multiplying by 1
i

gives one component of the probability current density that is writ-
ten explicitly as

1

i
∇ψ(x, t) =

[
x− xcl(t)

t
+ pcl(t)

]
ψF (x, t)

+ iB

∫ t

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′)

+ ipcl(t)B

∫ t

0

dt′ ψ(0, t′)KF (x, t|0, t′).

(B.16)

The other necessary component is the complex conjugate wavefunction ψ∗(x, t)

ψ∗(x, t) = ψ∗F (x, t)− iB
∫ t

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′) (B.17)

ψ∗F (x, t) =

∫
dx′K∗F (x, t|x′, 0)ψB(x′). (B.18)
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Together, ψ∗(x, t) and 1
i
∇ψ(x, t) produce 6 terms that will be integrated over all

space to find the probability current J(t).

ψ∗(x, t)
1

i
∇ψ(x, t)

=

[
x− xcl(t)

t
+ pcl(t)

]
ψ∗F (x, t)ψF (x, t)︸ ︷︷ ︸

I

+ ψ∗F (x, t)iB

∫ t

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′)︸ ︷︷ ︸

II

+ ψ∗F (x, t)pcl(t)iB

∫ t

0

dt′ ψ(0, t′)KF (x, t|0, t′)︸ ︷︷ ︸
III

−
[
x− xcl(t)

t
+ pcl(t)

]
ψF (x, t)iB

∫ t

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′)︸ ︷︷ ︸
IV

+B2

(∫ t1

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′)

)(∫ t2

0

dt′′ ψ∗(0, t′′)K∗F (x, t|0, t′′)
)

︸ ︷︷ ︸
V

+ pcl(t)B
2

(∫ t1

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′)
)(∫ t2

0

dt′′ ψ(0, t′′)KF (x, t|0, t′′)
)

︸ ︷︷ ︸
VI

.

(B.19)

B.2 Useful identity

There is an important identity that can be used to simplify the calculation of the
current J(t). This identity is based on two properties of this system. The first is
that the full wavefunction ψ(x, t) and its constituent parts, ψF and ψS, are indepen-
dently normalized and remain normalized during Schrödinger evolution. The second
is that the propagator KF (B.11) and free wavefunction ψF (B.13) are eigenfunc-
tions of the derivative operator with eigenvalues involving two terms: one containing
x and xcl and another containing pcl. This can be more easily seen by simplify-
ing the notation and using Dirac notation. The short-hand notation KF represents
iB
∫ t

0
dt′ ψ∗(0, t′)K∗F (x, t|0, t′) and the phrases xterms and pterms represent position

terms and momentum terms, respectively, within the eigenvalues.
With this new notation, the derivative equations (B.11) and (B.13) and full wave-
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function ψ are written as

∇KF = [xterms+ pterms]KF (B.20)

∇ψF = [xterms+ pterms]ψF (B.21)

ψ = ψF +KF . (B.22)

The probability current J can be expanded into

J = ψ∗∇ψ (B.23)

J = ψ∗F∇ψF + ψ∗F∇KF +K∗F∇ψF +K∗F∇KF . (B.24)

Grouping the terms of J into those multiplied by xterms and pterms gives

J = pterms [ψ∗FψF + ψ∗FKF +K∗FψF +K∗FKF ]

+ xterms [ψ∗FψF + ψ∗FKF +K∗FψF +K∗FKF ] .
(B.25)

The quantity ψ∗FψF +ψ∗FKF +K∗FψF +K∗FKF is simply ψ∗ψ. Given that the quantum
states ψ and ψF are normalized such that 〈ψ|ψ〉 = 1 and 〈ψF |ψF 〉 = 1 forces the terms
ψ∗FKF +K∗FψF +K∗FKF to sum to zero. To summarize:

〈ψ|ψ〉 = 〈ψF |ψF 〉+ 〈ψF |KF 〉+ 〈KF |ψF 〉+ 〈KF |KF 〉 = 1 (B.26)

and

〈ψF |ψF 〉 = 1 (B.27)

gives the identity

〈ψF |KF 〉+ 〈KF |ψF 〉+ 〈KF |KF 〉 = 0. (B.28)

The terms of (B.19) that are reduced by this identity are Term III, the part of Term
IV multiplied by pcl(t), and Term VI.

B.3 Term I

Solving Term I begins by evaluating the spatial integral of ψF (x, t) and its complex
conjugate[

x− xcl(t)
t

+ pcl(t)

]
ψ∗F (x, t)ψF (x, t) (B.29)[

x− xcl(t)
t

+ pcl(t)

] ∫
dx′K∗F (x, t|x′, 0)ψ∗B(x′)︸ ︷︷ ︸

i

∫
dx′KF (x, t|x′, 0)ψB(x′)︸ ︷︷ ︸

ii

(B.30)
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Part i is evaluated in the following steps∫
dx′K∗F (x, t|x′, 0)ψ∗B(x′) (B.31)∫
dx′ e−iφ(x,t,x′,0)K∗0(x− xcl(t), t|x′ − xcl(0), 0)ψ∗B(x′) (B.32)∫
dx′ e−ixpcl(t)+ix

′pcl(0)+iScl(t)−iScl(0) 1√
−2πit

e
(x−xcl(t)−x′)2

2it B1/2e−B|x
′|

(B.33)√
iB

2πt
e−ixpcl(t)+iScl(t)

∫
dx′ e

(x−xcl(t)−x′)2

2it
−B|x′| (B.34)

Because of the absolute value, the integral’s domain must be split√
iB

2πt
e−ixpcl(t)+iScl(t)

(∫ 0

−∞
dx′ e

(x−xcl(t)−x′)2

2it
+Bx′ +

∫ ∞
0

dx′ e
(x−xcl(t)−x′)2

2it
−Bx′

)
. (B.35)

Both integrals have the same form and are simply Gaussian integrals:∫ 0

−∞
dx′ e−ax

′2+b1x′−c +

∫ ∞
0

dx′ e−ax
′2+b2x′−c, (B.36)

where the coefficients are defined as

a =
i

2t

b1 = B +
ix

t
− ixcl(t)

t

b2 = −B +
ix

t
− ixcl(t)

t

c =
ix2

2t
− ixxcl(t)

t
+
ix2
cl(t)

2t
.

These integrals evaluate to exponentials and error functions

√
πe

(
b21
4a
−c

)
2
√
a

−
√
πe

(
b21
4a
−c

)
erf
(

b1
2
√
a

)
2
√
a

+

√
πe

(
b22
4a
−c

)
erf
(

b2
2
√
a

)
2
√
a

+

√
πe

(
b22
4a
−c

)
2
√
a

(B.37)
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and are further simplified to

1

2

√
π

a

(
e

(
b21
4a
−c

) [
1− erf

(
b1

2
√
a

)]
+ e

(
b22
4a
−c

) [
erf

(
b2

2
√
a

)
+ 1

])
(B.38)

1

2

√
π

a

(
e

(
b21
4a
−c

) [
erfc

(
b1

2
√
a

)]
+ e

(
b22
4a
−c

) [
erf

(
b2

2
√
a

)
+ 1

])
(B.39)

1

2

√
2πt

i

(
e−

1
2
iB2t+Bx−Bxcl(t)

[
erfc

(√
i

2t
(x− xcl(t)− iBt)

)]

+ e−
1
2
iB2t−Bx+Bxcl(t)

[
erf

(√
i

2t
(x− xcl(t) + iBt)

)
+ 1

])
.

(B.40)

The free wavefunction ψ∗F (x, t) can now be represented in a reduced form

1

2

√
Be−ixpcl(t)+iScl(t)e−

1
2
iB2t

(
eB(x−xcl(t))

[
erfc

(√
i

2t
(x− xcl(t)− iBt)

)]

+e−B(x−xcl(t))

[
erf

(√
i

2t
(x− xcl(t) + iBt)

)
+ 1

])
.

(B.41)

Since Part i and ii are complex conjugates, ψF (x, t) is simply

1

2

√
Beixpcl(t)−iScl(t)e

1
2
iB2t

(
eB(x−xcl(t))

[
erfc

(√
1

2it
(x− xcl(t) + iBt)

)]

+e−B(x−xcl(t))

[
erf

(√
1

2it
(x− xcl(t)− iBt)

)
+ 1

])
.

(B.42)

To proceed with the spatial integration of Term I, the substitution y = x − xcl(t) is
used, resulting in

[
y
t

+ pcl(t)
]
ψ∗F (x, t)ψF (x, t) being equal to[y

t
+ pcl(t)

]
· 1

2

√
Be−ixpcl(t)+iScl(t)e−

1
2
iB2t

(
eBy

[
erfc

(√
i

2t
(y − iBt)

)]
+ e−By

[
erf

(√
i

2t
(y + iBt)

)
+ 1

])

· 1

2

√
Beixpcl(t)−iScl(t)e

1
2
iB2t

(
eBy

[
erfc

(√
1

2it
(y + iBt)

)]
+ e−By

[
erf

(√
1

2it
(y − iBt)

)
+ 1

])
(B.43)



135

and simplifying further it becomes[y
t

+ pcl(t)
] B

4

(
eBy

[
erfc

(√
i

2t
(y − iBt)

)]
+ e−By

[
erf

(√
i

2t
(y + iBt)

)
+ 1

])

·
(
eBy

[
erfc

(√
1

2it
(y + iBt)

)]
+ e−By

[
erf

(√
1

2it
(y − iBt)

)
+ 1

])
.

(B.44)

In order to calculate the total current J(t) from Term I, the above expression is placed
into an integral over all space. The two quantities representing ψF (y, t) and ψ∗F (y, t)
are found to be even functions. Therefore, the integral of the term multiplied by y

t
is

odd and equal to zero. Given that ψF (y, t) is normalized, the integral multiplied by
pcl(t) is equal to one:∫

dy
y

t
ψ∗F (y, t)ψF (y, t)︸ ︷︷ ︸

0

+pcl(t)

∫
dy ψ∗F (y, t)ψF (y, t)︸ ︷︷ ︸

1

. (B.45)

Therefore, the total contribution from Term I is

pcl(t) . (B.46)

B.4 Term II

The next term to simplify is Term II which is written as

ψ∗F (x, t)iB

∫ t

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′). (B.47)

The first step is to expand the quantity under the time integral∫ t1

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′) (B.48)∫ t1

0

dt′A(t′)B1/2ei
B2t′
2 e−iScl(t

′)

[
x− xcl(t) + xcl(t

′)

t− t′
]

· eixpcl(t)−iScl(t)+iScl(t
′)K0(x− xcl(t), t| − xcl(t′), t′)

(B.49)

B1/2eixpcl(t)e−iScl(t)

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2
B2t′

t− t′
e
− (x−xcl(t)+xcl(t

′))2

2i(t−t′)

√
2πi
√
t− t′

(B.50)

arriving at the expression

B1/2

√
2πi

eixpcl(t)e−iScl(t)

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2

[
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

]
(t− t′)3/2

. (B.51)
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Given the expanded expression for the time integral, Term II can now be written as

ψ∗F (x, t)iB

 B1/2

√
2πi

eixpcl(t)e−iScl(t)

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2

[
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

]
(t− t′)3/2


(B.52)

and then as

B3/2

√
i

2π
eixpcl(t)e−iScl(t)ψ∗F (x, t)

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2

[
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

]
(t− t′)3/2

 .

(B.53)

Substitute in the explicit expression for ψ∗F (x, t) that was evaluated in Term I and
simplify, and Term II becomes

B3/2

√
i

2π
eixpcl(t)e−iScl(t) · 1

2

√
Be−ixpcl(t)+iScl(t)e−

1
2
iB2t

·
(
eB(x−xcl(t))

[
erfc

(√
i

2t
(x− xcl(t)− iBt)

)]

+e−B(x−xcl(t))

[
erf

(√
i

2t
(x− xcl(t) + iBt)

)
+ 1

])

·

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2

[
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

]
(t− t′)3/2

 .

(B.54)

Rearranging the expression results in

B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)3/2
[x− xcl(t) + xcl(t

′)] e
i
2

(x−xcl(t)+xcl(t
′))2

t−t′

·
(
eB(x−xcl(t))

[
erfc

(√
i

2t
(x− xcl(t)− iBt)

)]

+e−B(x−xcl(t))

[
erf

(√
i

2t
(x− xcl(t) + iBt)

)
+ 1

])
.

(B.55)
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Just as was done in Term I, the substitution y = x − xcl(t) is used to simplify the
spatial integral

B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)3/2
[y + xcl(t

′)] e
i
2

(y+xcl(t
′))2

t−t′

·
(
eBy

[
erfc

(√
i

2t
(y − iBt)

)]
+ e−By

[
erf

(√
i

2t
(y + iBt)

)
+ 1

])
.

(B.56)

Grouping all the terms involving y and simplifying, the resulting expression to be
integrated is

B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)3/2
[y + xcl(t

′)]

·
(
e

iy2

2(t−t′)+

(
B+

ixcl(t
′)

t−t′

)
y+

ixcl(t
′)2

2(t−t′)

[
erfc

(√
i

2t
(y − iBt)

)]

+e
iy2

2(t−t′)+

(
−B+

ixcl(t
′)

t−t′

)
y+

ixcl(t
′)2

2(t−t′)

[
erf

(√
i

2t
(y + iBt)

)
+ 1

])
.

(B.57)

Introducing the following coefficients

a =
i

2(t− t′)

b1 = B +
ixcl(t

′)

t− t′

b2 = −B +
ixcl(t

′)

t− t′

c =
ixcl(t

′)2

2(t− t′)

greatly simplifies (visually also) the expression under the integral∫
dy [y + xcl(t

′)]

(
eay

2+b1y+c

[
erfc

(√
i

2t
(y − iBt)

)]
+ eay

2+b2y+c

[
erf

(√
i

2t
(y + iBt)

)
+ 1

])
.

(B.58)
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To perform the integral, the first step is to complete the square in the exponential∫
dy [y + xcl(t

′)]

(
ea(y+

b1
2a

)2+c− b21
4a

[
erfc

(√
i

2t
(y − iBt)

)]

+ea(y+
b2
2a

)2+c− b22
4a

[
erf

(√
i

2t
(y + iBt)

)
+ 1

]) (B.59)

∫
dy [y + xcl(t

′)]

(
ec−

b21
4a ea(y+

b1
2a

)2

[
erfc

(√
i

2t
(y − iBt)

)]

+ec−
b22
4a ea(y+

b2
2a

)2

[
erf

(√
i

2t
(y + iBt)

)
+ 1

]) (B.60)

The integral whose integrand contains y is equal to 0, since the sum of the Error
Functions is actually the free wavefunction ψF , and therefore an even function. The
only contribution from this term comes from the part multiplied by xcl(t

′).

xcl(t
′)ec−

b21
4a

∫
dy ea(y+

b1
2a

)2

[
erfc

(√
i

2t
(y − iBt)

)]

+ xcl(t
′)ec−

b22
4a

∫
dy ea(y+

b2
2a

)2

[
erf

(√
i

2t
(y + iBt)

)
+ 1

] (B.61)

To proceed, another change of variables is necessary for the two integrals, where
z1 = y + b1

2a
and z2 = y + b2

2a
,

xcl(t
′)ec−

b21
4a

∫
dz1 e

az21

[
erfc

(√
i

2t

(
z1 −

b1

2a
− iBt

))]

+ xcl(t
′)ec−

b22
4a

∫
dz2 e

az22

[
erf

(√
i

2t

(
z2 −

b2

2a
+ iBt

))
+ 1

] (B.62)

xcl(t
′)ec−

b21
4a

∫
dz1 e

az21

[
erfc

(√
i

2t
z1 +

√
i

2t

(
− b1

2a
− iBt

))]

+ xcl(t
′)ec−

b22
4a

∫
dz2 e

az22

[
erf

(√
i

2t
z2 +

√
i

2t

(
− b2

2a
+ iBt

))
+ 1

]
.

(B.63)

With the two substitutions, z1 and z2, the following identity1 can be used∫
dz e−ρz

2

erf(α + βz) =

√
π

ρ
erf

(
α
√
ρ√

β2 + ρ

)
.

1Gradshteyn & Ryzhik. ”Table of Integrals, Series, and Products.” Seventh Edition. §8.259
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Using the identity, Term II is now written as

B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)3/2

·
(
xcl(t

′)ec−
b21
4a

[√
π

ρ
erfc

(
α1
√
ρ√

β2 + ρ

)]
+ xcl(t

′)ec−
b22
4a

[√
π

ρ
erf

(
α2
√
ρ√

β2 + ρ

)
+

√
π

ρ

])
(B.64)

where coefficients are defined as

α1 =

√
i

2t
(−xcl(t′)− iBt′)

α2 =

√
i

2t
(−xcl(t′) + iBt′)

β =

√
i

2t

ρ = − i

2(t− t′) .

Simplifying further

B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)3/2
xcl(t

′)

√
π

ρ

·
(
ec−

b21
4a

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]

+ec−
b22
4a

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

]) (B.65)

and substituting in the rest of the original values for the coefficients, the current
contribution from Term II is

iB2

2

∫ t1

0

dt′A(t′)
xcl(t

′)

t− t′

(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]

+eBxcl(t
′)

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

])
.

(B.66)

B.5 Term III

The first step in simplifying Term III

ψ∗F (x, t)pcl(t)iB

∫ t

0

dt′ ψ(0, t′)KF (x, t|0, t′) (B.67)
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is to substitute in the known quantities KF

ψ∗F (x, t)pcl(t)iB

 B1/2

√
2πi

eixpcl(t)−iScl(t)

∫ t1

0

dt′A(t′)
e

i
2

(
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

)
(t− t′)1/2


(B.68)

and ψF

pcl(t)
iB

2

√
Be−ixpcl(t)+iScl(t)e−

1
2
iB2t

·
(
eB(x−xcl(t))

[
erfc

(√
i

2t
(x− xcl(t)− iBt)

)

+e−B(x−xcl(t))

[
erf

(√
i

2t
(x− xcl(t) + iBt)

)
+ 1

])

·

 B1/2

√
2πi

eixpcl(t)−iScl(t)

∫ t1

0

dt′A(t′)
e

i
2

(
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

)
(t− t′)1/2


(B.69)

and simplifying exponents and grouping common terms, Term III can be written as

pcl(t)
B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)1/2
e

i
2

(x−xcl(t)+xcl(t
′))2

t−t′

·
(
eB(x−xcl(t))

[
erfc

(√
i

2t
(x− xcl(t)− iBt)

)]

+e−B(x−xcl(t))

[
erf

(√
i

2t
(x− xcl(t) + iBt)

)
+ 1

])
.

(B.70)

Inserting the substitution y = x− xcl(t), the expression becomes

pcl(t)
B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)1/2

· e i
2

(y+xcl(t
′))2

t−t′

(
eBy

[
erfc

(√
i

2t
(y − iBt)

)]
+ e−By

[
erf

(√
i

2t
(y + iBt)

)
+ 1

])
︸ ︷︷ ︸

Part i

.

(B.71)
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The integration of Part i with respect to y was previously calculated in (B.56). Using
this result, Term III becomes

pcl(t)
B2

2

√
i

2π

∫ t1

0

dt′A(t′)
e−

1
2
iB2(t−t′)

(t− t′)1/2

√
2πi(t− t′)

·
(
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1
2
iB2(t−t′)−Bxcl(t′)

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]

+e−
1
2
iB2(t−t′)+Bxcl(t′)

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

])
.

(B.72)

Simplifying further and the contribution from Term III is

pcl(t)
iB2

2

∫ t1

0

dt′A(t′)e−iB
2(t−t′)

·
(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]

+eBxcl(t
′)

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

])
.

(B.73)

B.6 Term IV

Parts of the current contribution for Term IV have already been calculated. Below is
the starting expression

−
[
x− xcl(t)

t
+ pcl(t)

]
ψF (x, t)iB

∫ t

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′). (B.74)

It separates nicely into Part i and Part ii

−
[
x− xcl(t)

t

]
ψF (x, t)iB

∫ t

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′)︸ ︷︷ ︸
i

−pcl(t)ψF (x, t)iB

∫ t

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′)︸ ︷︷ ︸
ii

.

(B.75)

The current contribution from Part i is zero. This was determined during the deriva-
tion of Term II, specifically equation (B.60), by performing the change of variables
y = x − xcl(t) and integrating over y. Essentially Part i is an integral of an even
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function multiplied by an odd function. It is also clear that Part ii is the complex
conjugate expression of Term III. Therefore the total contribution from Term IV is
simply

−pcl(t)
iB2

2

∫ t1

0

dt′A(t′)eiB
2(t−t′)

·
(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2
− i

2

)
(xcl(t

′)− iBt′)√
t′

)]

+eBxcl(t
′)

[
erf

(
−
(

1
2
− i

2

)
(xcl(t

′) + iBt′)√
t′

)
+ 1

])
.

(B.76)

B.7 Term V

To find the contribution from Term V, the first step is to individually simplify Part
i and Part ii

B2

(∫ t1

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′)

)
︸ ︷︷ ︸

i

(∫ t2

0

dt′′ ψ∗(0, t′′)K∗F (x, t|0, t′′)
)

︸ ︷︷ ︸
ii

(B.77)

For Part i the following steps are performed:∫ t1

0

dt′ ψ(0, t′)

[
x− xcl(t) + xcl(t

′)

t− t′
]
KF (x, t|0, t′) (B.78)∫ t1

0

dt′A(t′)B1/2ei
B2t′
2 e−iScl(t

′)

[
x− xcl(t) + xcl(t

′)

t− t′
]

· eixpcl(t)−iScl(t)+iScl(t
′)K0(x− xcl(t), t| − xcl(t′), t′)

(B.79)

B1/2eixpcl(t)e−iScl(t)

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2
B2t′

t− t′
e
− (x−xcl(t)+xcl(t

′))2

2i(t−t′)

√
2πi
√
t− t′

(B.80)

B1/2

√
2πi

eixpcl(t)e−iScl(t)

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2

[
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

]
(t− t′)3/2

(B.81)
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and for Part ii: ∫ t2

0

dt′′ ψ∗(0, t′′)K∗F (x, t|0, t′′) (B.82)

∫ t2

0

dt′′A∗(t′′)B1/2e−i
B2t′′

2 eiScl(t
′′)e−ixpcl(t)+iScl(t)−iScl(t

′′) e
− (x−xcl(t)+xcl(t

′′))2

2i(t′′−t)

√
2πi
√

(t′′ − t)
(B.83)

B1/2

√
2πi

e−ixpcl(t)+iScl(t)

∫ t2

0

dt′′A∗(t′′)e−i
B2t′′

2
e
− (x−xcl(t)+xcl(t

′′))2

2i(t′′−t)

(t′′ − t)1/2
(B.84)

B1/2

√
2πi

e−ixpcl(t)+iScl(t)

∫ t2

0

dt′′A∗(t′′)
e

i
2

(
−B2t′′+

(x−xcl(t)+xcl(t
′′))2

t′′−t

)
(t′′ − t)1/2

(B.85)

Combining these two terms (B.81) and (B.85), Term V now has the form

B3

2πi

∫ t1

0

dt′A(t′) [x− xcl(t) + xcl(t
′)]
e

i
2

[
B2t′+

(x−xcl(t)+xcl(t
′))2

t−t′

]
(t− t′)3/2

·
∫ t2

0

dt′′A∗(t′′)
e

i
2

(
−B2t′′+

(x−xcl(t)+xcl(t
′′))2

t′′−t

)
(t′′ − t)1/2

.

(B.86)

Rearranging the two time integrals and grouping x terms, it can be written as

B3

2π

∫ t1

0

dt′
∫ t2

0

dt′′A(t′)A∗(t′′)
e

i
2
B2(t′−t′′)

(t− t′)3/2(t− t′′)1/2
[x− xcl(t) + xcl(t

′)]

· e
i
2

[
(x−xcl(t)+xcl(t

′))2

t−t′ +
(x−xcl(t)+xcl(t

′′))2

t′′−t

]
.

(B.87)

Focusing on the terms only containing x, the integral over all space is∫
dx [x− xcl(t) + xcl(t

′)] e
i
2

[
(x−xcl(t)+xcl(t

′))2

t−t′ +
(x−xcl(t)+xcl(t

′′))2

t′′−t

]
. (B.88)

As done before, the change of variables y = x − xcl(t) is performed, and terms are
grouped with equal power of y∫

dy [y + xcl(t
′)] e

i
2

[
(y+xcl(t

′))2

t−t′ +
(y+xcl(t

′′))2

t′′−t

]
(B.89)∫

dy [y + xcl(t
′)] e

i
2

{
[ 1
t−t′+

1
t′′−t ]y

2+

[
2xcl(t

′)
t−t′ +

2xcl(t
′′)

t′′−t

]
y+

[
x2cl(t

′)
t−t′ +

x2cl(t
′′)

t′′−t

]}
. (B.90)
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If the following coefficients are defined

a =
i

2

[
1

t− t′ +
1

t′′ − t

]
b =

i

2

[
2xcl(t

′)

t− t′ +
2xcl(t

′′)

t′′ − t

]
c =

i

2

[
x2
cl(t
′)

t− t′ +
x2
cl(t
′′)

t′′ − t

]
then the integrals are simple Gaussians∫

dy [y + xcl(t
′)] e[ay

2+by+c] (B.91)∫
dy ye[ay

2+by+c] + xcl(t
′)

∫
dy e[ay

2+by+c] (B.92)

and can be evaluated to

i
√
πb

2a3/2
ec−

b2

4a + ixcl(t
′)

√
π

a
ec−

b2

4a (B.93)(
i
√
πb

2a3/2
+ ixcl(t

′)

√
π

a

)
ec−

b2

4a . (B.94)

Substituting the coefficients back into the above resulting expressions, the spatial
integral is equal to(√

2πi
√
t− t′

√
t− t′′

(t′ − t′′)3/2
[txcl(t

′)− txcl(t′′) + t′xcl(t
′′)− t′′xcl(t′)] +

i
√

2πi
√
t′ − t

√
t− t′′√

t′ − t′′ xcl(t
′)

)

· e− i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′

(B.95)

and therefore Term V is equal to∫ t1

0

dt′
∫ t2

0

dt′′

(
B3

2π
A(t′)A∗(t′′)

e
i
2
B2(t′−t′′)

(t− t′)3/2(t− t′′)1/2

√
2πi
√
t− t′

√
t− t′′

(t′ − t′′)3/2

· [txcl(t′)− txcl(t′′) + t′xcl(t
′′)− t′′xcl(t′)]

−B
3

2π
A(t′)A∗(t′′)

e
i
2
B2(t′−t′′)

(t− t′)3/2(t− t′′)1/2

√
2πi
√
t− t′

√
t− t′′√

t′ − t′′ xcl(t
′)

)
e−

i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′ .

(B.96)
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Many simplification steps can be performed to find that the expression is equal to∫ t1

0

dt′
∫ t2

0

dt′′

(
B3

√
i

2π
A(t′)A∗(t′′)

e
i
2
B2(t′−t′′)

(t− t′)(t′ − t′′)3/2
[txcl(t

′)− txcl(t′′) + t′xcl(t
′′)− t′′xcl(t′)]

−B3

√
i

2π
A(t′)A∗(t′′)

e
i
2
B2(t′−t′′)

(t− t′)(t′ − t′′)1/2
xcl(t

′)

)
e−

i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′

(B.97)

and equal to

B3

√
i

2π

∫ t1

0

dt′
∫ t2

0

dt′′A(t′)A∗(t′′)
e

i
2
B2(t′−t′′)

(t− t′)(t′ − t′′)1/2
e−

i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′

·
(
txcl(t

′)− txcl(t′′) + t′xcl(t
′′)− t′′xcl(t′)− t′xcl(t′) + t′′xcl(t

′)

t′ − t′′
)
.

(B.98)

The final expression for the current contribution from Term V

B3

√
i

2π

∫ t1

0

dt′
∫ t2

0

dt′′A(t′)A∗(t′′)
e

i
2
B2(t′−t′′)

(t′ − t′′)3/2
e−

i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′ (xcl(t
′)− xcl(t′′)) .

(B.99)

B.8 Term VI

To solve for Term VI, the starting expression is again split into Part i and Part ii,
and are simplified separately:

pcl(t)B
2

(∫ t1

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′)
)

︸ ︷︷ ︸
i

(∫ t2

0

dt′′ ψ(0, t′′)KF (x, t|0, t′′)
)

︸ ︷︷ ︸
ii

. (B.100)

For Part i: ∫ t1

0

dt′ ψ∗(0, t′)K∗F (x, t|0, t′) (B.101)

∫ t1

0

dt′A∗(t′)B1/2e−i
B2t′
2 eiScl(t

′)e−ixpcl(t)+iScl(t)−iScl(t
′) e
− (x−xcl(t)+xcl(t

′))2

2i(t′−t)

√
2πi
√

(t′ − t)
(B.102)

B1/2

√
2πi

e−ixpcl(t)+iScl(t)

∫ t1

0

dt′A∗(t′)e−i
B2t′
2
e
− (x−xcl(t)+xcl(t

′))2

2i(t′−t)

(t′ − t)1/2
(B.103)

B1/2

√
2πi

e−ixpcl(t)+iScl(t)

∫ t1

0

dt′A∗(t′)
e

i
2

(
−B2t′+

(x−xcl(t)+xcl(t
′))2

t′−t

)
(t′ − t)1/2

(B.104)
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Since Part ii is the complex conjugate of Part i, except with the replacements t′ → t′′

and t1 → t2, the same simplifications steps are performed:∫ t2

0

dt′′ ψ(0, t′′)KF (x, t|0, t′′) (B.105)

∫ t2

0

dt′′A(t′′)B1/2ei
B2t′′

2 e−iScl(t
′′)eixpcl(t)−iScl(t)+iScl(t

′′) e
− (x−xcl(t)+xcl(t

′′))2

2i(t−t′′)

√
2πi
√

(t− t′′)
(B.106)

B1/2

√
2πi

eixpcl(t)−iScl(t)

∫ t2

0

dt′′A(t′′)ei
B2t′′

2
e
− (x−xcl(t)+xcl(t

′′))2

2i(t−t′′)

(t− t′′)1/2
(B.107)

B1/2

√
2πi

eixpcl(t)−iScl(t)

∫ t2

0

dt′′A(t′′)
e

i
2

(
B2t′′+

(x−xcl(t)+xcl(t
′′))2

t−t′′

)
(t− t′′)1/2

(B.108)

Combine Part i and Part ii, Term VI becomes

B

2πi

∫ t1

0

dt′
∫ t2

0

dt′′A∗(t′)A(t′′)
e

i
2
B2(t′′−t′)

(t′ − t)1/2(t− t′′)1/2
e

i
2

[
(x−xcl(t)+xcl(t

′))2

t′−t
+

(x−xcl(t)+xcl(t
′′))2

t−t′′

]

(B.109)

Focusing on the terms involving x, the integral over all space is∫
dx e

i
2

[
(x−xcl(t)+xcl(t

′))2

t′−t
+

(x−xcl(t)+xcl(t
′′))2

t−t′′

]
. (B.110)

Performing a change of variables y = x− xcl(t) and grouping terms with equal power
of y, it is clear that it is a Gaussian integral∫

dy e
i
2

{
[ 1
t−t′′+

1
t′−t ]y

2+

[
2xcl(t

′′)
t−t′′ +

2xcl(t
′)

t′−t

]
y+

[
x2cl(t

′′)
t−t′′ +

x2cl(t
′)

t′−t

]}
. (B.111)

Defining the coefficients

a =
i

2

[
1

t− t′′ +
1

t′ − t

]
b =

i

2

[
2xcl(t

′′)

t− t′′ +
2xcl(t

′)

t′ − t

]
c =

i

2

[
x2
cl(t
′′)

t− t′′ +
x2
cl(t
′)

t′ − t

]
allows for the following identity to be used∫

dy e[ay
2+by+c] = i

√
π

a
ec−

b2

4a . (B.112)
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Substituting the coefficients back into the equation and simplifying, the spatial inte-
gral is simply

i
√

2πi
√
t− t′

√
t− t′′√

t′′ − t′ e
i
2

[xcl(t
′)−xcl(t

′′)]
t′−t′′ . (B.113)

Term VI can now be written as

pcl(t)B
2

(
B

2πi

∫ t1

0

dt′
∫ t2

0

dt′′A∗(t′)A(t′′)
e

i
2
B2(t′′−t′)

(t′ − t)1/2(t− t′′)1/2

i
√

2πi
√
t− t′

√
t− t′′√

t′′ − t′ e
i
2

[xcl(t
′)−xcl(t

′′)]
t′−t′′

)
(B.114)

and simplified into

−pcl(t)B3

√
i

2π

∫ t1

0

dt′
∫ t2

0

dt′′A∗(t′)A(t′′)
e−

i
2
B2(t′−t′′)
√
t′ − t′′ e

i
2

[xcl(t
′)−xcl(t

′′)]
t′−t′′ . (B.115)

B.9 Final results

Combining each of the Terms, the total contribution to probability current is the real
part of the following equation

pcl(t)

+
iB2

2

∫ t1

0

dt′A(t′)
xcl(t

′)

t− t′

·
(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]
+ eBxcl(t

′)

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

])

+ pcl(t)
iB2

2

∫ t1

0

dt′A(t′)e−iB
2(t−t′)

·
(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]
+ eBxcl(t

′)

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

])

− pcl(t)
iB2

2

∫ t1

0

dt′A(t′)eiB
2(t−t′)

·
(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2
− i

2

)
(xcl(t

′)− iBt′)√
t′

)]
+ eBxcl(t

′)

[
erf

(
−
(

1
2
− i

2

)
(xcl(t

′) + iBt′)√
t′

)
+ 1

])

+B3

√
i

2π

∫ t1

0

dt′
∫ t2

0

dt′′A(t′)A∗(t′′)
e

i
2
B2(t′−t′′)

(t′ − t′′)3/2
e−

i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′ (xcl(t
′)− xcl(t′′))

− pcl(t)B3

√
i

2π

∫ t1

0

dt′
∫ t2

0

dt′′A∗(t′)A(t′′)
e−

i
2
B2(t′−t′′)
√
t′ − t′′ e

i
2

[xcl(t
′)−xcl(t

′′)]
t′−t′′ .

(B.116)
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From the identity stated in (B.28), the result (B.116) can be simplified to

pcl(t) +
iB2

2

∫ t1

0

dt′A(t′)
xcl(t

′)

t− t′

·
(
e−Bxcl(t

′)

[
erfc

(
−
(

1
2

+ i
2

)
(xcl(t

′) + iBt′)√
t′

)]
+ eBxcl(t

′)

[
erf

(
−
(

1
2

+ i
2

)
(xcl(t

′)− iBt′)√
t′

)
+ 1

])

+B3

√
i

2π

∫ t1

0

dt′
∫ t2

0

dt′′A(t′)A∗(t′′)
e

i
2
B2(t′−t′′)

(t′ − t′′)3/2
e−

i
2

[xcl(t
′)−xcl(t

′′)]2

t′−t′′ (xcl(t
′)− xcl(t′′)) .

(B.117)

This is total time dependent current of the 1D Dirac-delta potential model for an
arbitrary excitation field. Since most propagation simulations only use the nonlinear
current, the linear part must be subtracted from this. For this task, an algebra
program was used and the resulting nonlinear current expressions are presented in
Chapter 2, Equations (2.35) to (2.37).
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Appendix C

Derivation of 1D Dirac-Delta Resonances

This Appendix provides a more thorough derivation of the resonant state expressions
of the 1D Dirac-delta potential system that were shown in Section 4.4.1.

C.1 Wavefunctions

The Hamiltonian for the 1D Dirac-delta potential model with external field F is

H = −1

2
∇2 −Bδ(x)− xF

where B is the strength of interaction with the delta function and also defines the
ground state energy: Eg = B2/2. The unnormalized wavefunctions are a linear
combination of Airy functions

g(x, F (t)) =

{
Ai[α(x+ β)]Ci(αβ) x < 0
Ci[α(x+ β)]Ai(αβ) x > 0

(C.1)

where α = −(2F )1/3 and β = E(F )/F . These wavefunctions are continuous in value
at x = 0, but discontinuous in derivative.

C.2 Eigenvalue equation

The delta function forces a particular boundary condition for the wavefunctions at
its location, namely

dψ(0+)

dx
− dψ(0−)

dx
= −2Bψ(0).

Substituting the unnormalized wavefunction into the boundary condition results in
the eigenvalue equation

1 =
2πB

(2F )1/3
Ai

(
− 2E

(2F )2/3

)
Ci

(
− 2E

(2F )2/3

)
. (C.2)

By rearranging this quantity and from the definition of the unnormalized wavefunc-
tions, it is apparent that

g(x = 0, F ) = Ai

(
− 2E

(2F )2/3

)
Ci

(
− 2E

(2F )2/3

)
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and therefore

g(x = 0, F ) =
(2F )1/3

2πB
= − α

2πB
.

It is interesting that all resonances (the ground state, Right family or Left family)
share a common property. The value of all unnormalized wavefunctions at the location
of the delta function g(x = 0) are equal and only dependent on the field F and strength
of the interaction B. However, the normalization factor is different for each resonant
state. This property is extremely useful in simplifying the expressions presented
below.

C.3 Normalizaton

The wavefunctions are normalized ψ = g/N by calculating the normalization factor
using the integral

N(F )2 =

∫ ∞
−∞

g(x, F )2dx

=

∫ 0

−∞
Ai2(α(x+ β))Ci2(αβ)dx+

∫ ∞
0

Ci2(α(x+ β))Ai2(αβ)dx

The integration of x over the range (−∞,∞) represents integration along the contour
C shown in Figure 4.1. For this integral, the identity (VS 3.50) in Vallée [104] is used.
If A is a linear combination of Airy functions (Ai and/or Bi), then∫

A[α(x+ β)]2dx = (x+ β)A[α(x+ β)]2 − 1

α
A′[α(x+ β)]2.

Given that wavefunctions and their derivatives decay (A[x]→ 0, A′[x]→ 0) for large
|x| along the contour C, then

N(F )2 = − 1

α

[
Ci2(αβ)Ai′2(αβ)− Ci′2(αβ)Ai2(αβ)

]
.

This result is simplified further using the Wronskian relation

AiBi′ − Ai′Bi =
1

π
=⇒ AiCi′ − Ai′Ci =

1

π

resulting in the normalization factor

N(F ) =

√
Ci(αβ)Ai′(αβ) + Ai(αβ)Ci′(αβ)

απ
. (C.3)

The normalized wavefunctions ψ are now explicitly

ψ(x, F (t)) =

{
Ai[α(x+ β)]Ci(αβ)/N(F ) x < 0
Ci[α(x+ β)]Ai(αβ)/N(F ) x > 0

(C.4)
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C.4 Other useful relations

Many other useful relations can be found from the quantities presented in the previous
section. The change in the normalization w.r.t. field ∂FN(F ) may appear in future
calculations (though it is not currently used) and is given here as reference

∂FN = − N

6F
+
Ai′(αβ)Ci′(αβ)Ė(F )

πNF
−2E(F )Ai′(αβ)Ci′(αβ)

3πNF 2
−21/3E(F )Ė(F )

πNF 5/3
+

24/3E(F )2

3πNF 8/3
.

(C.5)
This quantity is simplified further by using a relation for Ė(F ) = ∂FE(F ), which is
calculated by differentiating the eigenvalue equation (C.2) w.r.t F

∂F

[
πB

(2F )1/3
Ai

(
− 2E

(2F )2/3

)
Ci

(
− 2E

(2F )2/3

)]
= 0

and solving for Ė(F )

Ė(F ) = −F
2/3Ai(αβ)Ci(αβ)− 24/3

παN(F )2︷ ︸︸ ︷
(Ci(αβ)Ai′(αβ) + Ci′(αβ)Ai(αβ))E(F )

3 · 21/3 (Ci(αβ)Ai′(αβ) + Ci′(αβ)Ai(αβ))︸ ︷︷ ︸
παN(F )2

F

Ė(F ) =
2E(F )

3F
+
Ai(αβ)Ci(αβ)

3πα2N(F )2

and with help from the eigenvalue equation Ai(αβ)Ci(αβ) = − α
2πB

Ė(F ) =
2E(F )

3F
− 1

6π2αBN(F )2
. (C.6)

The expression (C.5) is now simplified to

∂FN = − N

6F
+

α

12π3BN3F 2

(
E

π
+ αAi′(αβ)Ci′(αβ)

)
. (C.7)

C.5 Coupling matrix elements

In Section 4.4.1 expressions for the coupling matrix elements 〈∂Fψn|ψk〉 were given.
Here the full details of the calculation are presented. Before proceeding, one more
quantity is needed in order to compute it: the derivative of the wavefunctions w.r.t.
the field F

∂Fg(x) =

{
ζγCi′(αβ)Ai[α(x+ β)] + ζ(γ − Fx)Ci(αβ)Ai′[α(x+ β)] x < 0
ζγAi′(αβ)Ci[α(x+ β)] + ζ(γ − Fx)Ai(αβ)Ci′[α(x+ β)] x > 0

(C.8)
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where

ζ =
21/3

3F 5/3
= − α

3F 2
, γ = 2E(F )− 3FĖ(F ) =

3F

6π2αBN2
.

The wavefunctions for x < 0 labeled with subscript L are written as

∂FgL(x) = − 21/3

3F 5/3
(3ĖF−2E)Ci′(αβ)Ai[α(x+β)]− 21/3

3F 5/3
(3ĖF−2E+Fx)Ci(αβ)Ai′[α(x+β)]

and wavefunctions for x > 0 labeled R are

∂FgR(x) = − 21/3

3F 5/3
(3ĖF−2E)Ai′(αβ)Ci[α(x+β)]− 21/3

3F 5/3
(3ĖF−2E+Fx)Ai(αβ)Ci′[α(x+β)].

Using

Ė =
2E

3F
− 1

6π2αBN2

the quantity ∂Fg is simplified to

∂FgL(x) = ∆Ci′(αβ)Ai[α(x+ β)] + ∆Ci(αβ)Ai′[α(x+ β)]− 2x

3α2
Ci(αβ)Ai′[α(x+ β)]

∂FgR(x) = ∆Ai′(αβ)Ci[α(x+β)] + ∆Ai(αβ)Ci′[α(x+β)]− 2x

3α2
Ai(αβ)Ci′[α(x+β)]

where ∆ = 1/(3π2α3BN2). Given the quantities ∂FgL and ∂FgR, the sought coupling
terms 〈∂Fψn|ψk〉 are simply

〈∂Fψn|ψk〉 =
1

NnNk

〈∂Fgn|gk〉 .

To explicitly evaluate these quantities, the following integrals must be evaluated,
where Airy function arguments {n, k} signify {αβn, αβk}:

〈∂Fgn|gk〉 = ∆Ci′(n)Ci(k)

∫ 0

−∞
Ai[α(x+ βn)]Ai[α(x+ βk)]dx

+ ∆Ai′(n)Ai(k)

∫ ∞
0

Ci[α(x+ βn)]Ci[α(x+ βk)]dx

+ ∆Ci(n)Ci(k)

∫ 0

−∞
Ai′[α(x+ βn)]Ai[α(x+ βk)]dx

+ ∆Ai(n)Ai(k)

∫ ∞
0

Ci′[α(x+ βn)]Ci[α(x+ βk)]dx

− 2

3α2
Ci(n)Ci(k)

∫ 0

−∞
xAi′[α(x+ βn)]Ai[α(x+ βk)]dx

− 2

3α2
Ai(n)Ai(k)

∫ ∞
0

xCi′[α(x+ βn)]Ci[α(x+ βk)]dx.
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There are 3 types of Airy integrals to solve:
∫
ABdx,

∫
A′Bdx,

∫
xA′Bdx, where A

and B are linear combinations of Airy functions. For the first integral, Vallée (3.53)
is used:∫

A[α(x+ βn)]B[α(x+ βk)]dx

=
1

α2(βn − βk)

[
A′[α(x+ βn)]B[α(x+ βk)]− A[α(x+ βn)]B′[α(x+ βk)]

]
.

(C.9)

To deal with the divergent behavior of the wavefunctions far from the origin, integra-
tion is performed along the contour C that decays the resonant state wavefunctions
and their derivatives → 0 as x → ±∞. Using (C.9), the first two integrals can be
evaluated resulting in

〈∂Fgn|gk〉 =
∆

α2(βn − βk)

[
Ai′(n)Ai(k)Ci(n)Ci′(k)− Ai(n)Ai′(k)Ci′(n)Ci(k)

]
+ ∆Ci(n)Ci(k)

∫ 0

−∞
Ai′[α(x+ βn)]Ai[α(x+ βk)]dx

+ ∆Ai(n)Ai(k)

∫ ∞
0

Ci′[α(x+ βn)]Ci[α(x+ βk)]dx

− 2

3α2
Ci(n)Ci(k)

∫ 0

−∞
xAi′[α(x+ βn)]Ai[α(x+ βk)]dx

− 2

3α2
Ai(n)Ai(k)

∫ ∞
0

xCi′[α(x+ βn)]Ci[α(x+ βk)]dx.

The last four integrals can be written in a more compact form:

〈∂Fgn|gk〉 =
∆

α2(βn − βk)

[
Ai′(n)Ai(k)Ci(n)Ci′(k)− Ai(n)Ai′(k)Ci′(n)Ci(k)

]
+ ∆

∫ ∞
−∞

A′Bdx

− 2

3α2

∫ ∞
−∞

xA′Bdx.

The second and third integrals are not found in any published resource, so the solu-
tions must be derived using some clever symmetry properties of resonant states. An
integration technique has been developed for these types of integrals. This procedure
is detailed in Appendix A. The results of the second integral can be written using

∫ ∞
−∞

A′Bdx = − 1

α2(βn − βk)
(A′B′)

∣∣∣∣0−
0+

(C.10)
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and results in

〈∂Fgn|gk〉 =
∆

α2(βn − βk)

[
Ai′(n)Ai(k)Ci(n)Ci′(k)− Ai(n)Ai′(k)Ci′(n)Ci(k)

]
− ∆

α2(βn − βk)

[
Ai′(n)Ai′(k)Ci(n)Ci(k)− Ai(n)Ai(k)Ci′(n)Ci′(k)

]
− 2

3α2

∫ ∞
−∞

xA′Bdx.

The first two lines contain a lot of symmetry with respect to Airy function derivatives.
This hints that the Wronskian relation Ai(z)Ci′(z)−Ai′(z)Ci(z) = 1

π
should be used

to simplify. These two lines are simplified using the following steps:

∆

α2(βn − βk)
·
[
Ai′(n)Ci(n)

(
Ai(k)Ci′(k)− Ai′(k)Ci(k)︸ ︷︷ ︸

1/π

)
− Ai(n)Ci′(n)

(
Ai′(k)Ci(k)− Ai(k)Ci′(k)︸ ︷︷ ︸

−1/π

)]

=
∆

α(βn − βk)
1

απ

[
Ai′(n)Ci(n) + Ai(n)Ci′(n)

]
︸ ︷︷ ︸

N2
n

=
∆N2

n

α(βn − βk)

The coupling term can now be simplified down to

〈∂Fgn|gk〉 =
∆N2

n

α(βn − βk)
− 2

3α2

∫ ∞
−∞

xA′Bdx. (C.11)

The solution to the last unknown integral found in Appendix A is∫ ∞
−∞

xA′Bdx = − α2

βn − βk

[
βkA

′B − βnAB′
α5(βn − βk)

+
6

α7(βn − βk)2
A′B′

]∣∣∣∣0−
0+
.

Substituting this expression back into the coupling elements gives

〈∂Fgn|gk〉 =
∆N2

n

α(βn − βk)
− 2

3α2

{
α2

βn − βk

[
1

α5(βn − βk)

(
βkA

′B−βnAB′
)

+
6

α7(βn − βk)2
A′B′

]∣∣∣∣0−
0+

}
,
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which simplifies a bit further into

〈∂Fgn|gk〉 =
∆N2

n

α(βn − βk)
− 2

3α5(βn − βk)2

[(
βkA

′B − βnAB′︸ ︷︷ ︸
Term 1

)
+

6

α2(βn − βk)
A′B′︸︷︷︸
Term 2

]∣∣∣∣0−
0+
.

Terms 1 and 2 are simplified using the Wronskian relation

βkA
′B − βnAB′

∣∣∣∣0−
0+

=

[
βkCi(n)Ai′(n)Ci(k)Ai(k)− βnCi(n)Ai(n)Ci(k)Ai′(k)

− βkCi′(n)Ai(n)Ci(k)Ai(k)− βnCi(n)Ai(n)Ci′(k)Ai(k)

]
= βkAi(k)Ci(k)

[
Ci(n)Ai′(n)− Ci′(n)Ai(n)︸ ︷︷ ︸

−1/π

]

+ βnAi(n)Ci(n)

[
Ai(k)Ci′(k)− Ai′(k)Ci(k)︸ ︷︷ ︸

1/π

]

=
1

π

(
βnCi(n)Ai(n)− βkCi(k)Ai(k)

)
and also

A′B′
∣∣∣∣0−
0+

= Ci(n)Ai′(n)Ci(k)Ai′(k)− Ai(n)Ci′(n)Ai(k)Ci′(k)

= − 1

π

(
Ai′(n)Ci(n) + Ai(k)Ci′(k)

)
.

Given these expressions, the coupling term can be written in a much simpler form:

〈∂Fgn|gk〉 =
∆N2

n

α(βn − βk)
− 2

3πα5

1

(βn − βk)2

[
βnCi(n)Ai(n)− βkCi(k)Ai(k)

]
− 4

πα7

1

(βn − βk)3

[
Ai′(n)Ci(n) + Ai(k)Ci′(k)

]
,

(C.12)
but there is still one more remarkable simplification that can be made. The first
line of (C.12) is equal to zero! To show this begin by substituting Ai(n)Ci(n) =
Ai(k)Ci(k) = −α/(2πB) (from the eigenvalue equation). The first line is now

∆N2
n

α(βn − βk)
− 1

3π2α2B(βn − βk)
.
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Substituting into the equation ∆ = 1/(3π2α3BN2
n) results in

1

3π2α3BN2
n

N2
n

α(βn − βk)
− 1

3π2α2B(βn − βk)

1

3π2α2B(βn − βk)
− 1

3π2α2B(βn − βk)
= 0

Now the coupling terms are equal to

〈∂Fgn|gk〉 = − 4

πα7

1

(βn − βk)3

[
Ai′(n)Ci(n) + Ai(k)Ci′(k)

]
and simplifying a bit further by replacing β = E/F they become

〈∂Fgn|gk〉 =
α2

2π(En − Ek)3

[
Ai′(αβn)Ci(αβn) + Ai(αβk)Ci

′(αβk)

]
.

For the normalized Siegert states ψ, we divide by the two normalization factors

〈∂Fψn|ψk〉 =
(2F )2/3

2π(En − Ek)3

1

NnNk

·
[
Ai′
(
− 2En

(2F )2/3

)
Ci

(
− 2En

(2F )2/3

)
+ Ai

(
− 2Ek

(2F )2/3

)
Ci′
(
− 2Ek

(2F )2/3

)]
.

(C.13)

This expression could serve as the final result for the coupling terms. It is compact
and contains all of the primitive quantities (energy, field, wavefunctions). However,
there is a beautiful simplification that can be done in order to remove any hint of the
wavefunction’s actual form. Beginning with

〈∂Fψn|ψk〉 =
α2

2π(En − Ek)3

1

NnNk

[Ai′(αβn)Ci(αβn) + Ai(αβk)Ci
′(αβk)] ,

using the Wroskian relation Ai′Ci = AiCi′ − 1/π

〈∂Fψn|ψk〉 =
α2

2π(En − Ek)3

1

NnNk

[
− 1

π
+ Ai(αβn)Ci′(αβn) + Ai(αβk)Ci

′(αβk)

]
,

and using a (rearranged) Wronskian relation for N2

απN2 = Ai′Ci+ AiCi′ = − 1

π
+ 2AiCi′
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it becomes possible to replace the Airy functions with normalization factors

〈∂Fψn|ψk〉 = − F

2 (En − Ek)3

N2
n +N2

k

NnNk

.

The final form for the coupling elements is

〈∂Fψn|ψk〉 = − F

2 (En − Ek)3

(
Nn

Nk

+
Nk

Nn

)
. (C.14)

This is really a remarkable result that coupling term can be defined in terms of such
fundamental quantities.

C.6 Dipole matrix elements

The next important quantities to calculate are the dipole matrix elements. The
procedure will make use of known integral identities (3.51) and (3.54) from Vallée.
The diagonal terms are defined as

〈ψn| X̂ |ψn〉 =
1

N2
n

∫
C
z g[α(x+ βn)]2 dz

and the off-diagonal terms are defined as

〈ψn| X̂ |ψk〉 =
1

NnNk

∫
C
z g[α(x+ βn)]g[α(x+ βk)] dz.

Beginning with the diagonal terms, Vallée (3.51) is used to find that

〈ψn| X̂ |ψn〉 =
g(0)

3α2
[Ai′(n)Ci(n)− Ai(n)Ci′(n)]+

2E

3F

1

α

[
(Ai′(n)Ci(n))2 − (Ai(n)Ci′(n))2

]︸ ︷︷ ︸
−N2

n

.

Using g(0) = −α/2πB and the Wronskian Ai′Ci − AiCi′ = −1/π, the expression is
greatly simplified to

〈ψn| X̂ |ψn〉 =
1

6π2αBN2
n

− 2E

3F
.

Comparing this expression to (C.6), it is clear that

〈ψn| X̂ |ψn〉 = −∂FE.

For the off-diagonal elements

〈ψn| X̂ |ψk〉 =
1

NnNk

∫
C
z g[α(x+ βn)]g[α(x+ βk)] dz,
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Vallée (3.54) is used to find that

〈ψn| X̂ |ψk〉 =
1

NnNk

2

α5(βn − βk)3

[
Ci(n)Ci(k)Ai′(n)Ai(k)− Ci(n)Ci(k)Ai(n)Ai′(k)

− Ai(n)Ai(k)Ci′(n)Ci(k) + Ai(n)Ai(k)Ci(n)Ci′(k)
]

+
1

NnNk

2

α4(βn − βk)2

[
Ci(n)Ci(k)Ai′(n)Ai′(k)− Ai(n)Ai(k)Ci′(n)Ci′(k)

]
.

The first term is zero, which can be seen by using the Wronksian relation

Ci(k)Ai(k)[Ai′(n)Ci(n)− Ai(n)Ci′(n)︸ ︷︷ ︸
−1/π

] + Ci(n)Ai(n)[Ai(k)Ci′(k)− Ai′(k)Ci(k)︸ ︷︷ ︸
1/π

]

1

π
[Ci(n)Ai(n)− Ci(k)Ai(k)] =

1

π

[ −α
2πB

− −α
2πB

]
= 0.

The resulting off-diagonal elements are

〈ψn| X̂ |ψk〉 =
1

NnNk

2

α4(βn − βk)2

[
Ci(n)Ci(k)Ai′(n)Ai′(k)−Ai(n)Ai(k)Ci′(n)Ci′(k)

]
or more simply

〈ψn| X̂ |ψk〉 =
1

NnNk

2

α4(βn − βk)2

[
− 1

π

(
Ai′(n)Ci(n) + Ai(k)Ci′(k))

]
.

Just as with the coupling elements, using the Wronskian relationship and an alterna-
tive form of the normalization factor

Ai′Ci = AiCi′ − 1

π
,

απN2

2
= − 1

2π
+ AiCi′

it is possible to simplify the expression greatly to

〈ψn| X̂ |ψk〉 =
F

2(En − Ek)2

[
Nn

Nk

+
Nk

Nn

]
.

In summary, the dipole matrix elements are

〈ψn| X̂ |ψk〉 =

{
−∂FE n = k

F
2(En−Ek)2

[
Nn

Nk
+ Nk

Nn

]
n 6= k

(C.15)

This final expression is used to verify the connection, Eq. (4.10), between the coupling
matrix elements and the dipole matrix elements.
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Appendix D

Derivation of 1D Square Well Resonances

This Appendix provides a more thorough derivation of the resonant state expressions
of the square well potential system that were shown in Section 4.4.2.

D.1 Wavefunctions

The Hamiltonian for the 1D square well potential model with external field F is

H = −1

2
∇2 + V (x)− xF

where the potential is defined as

V (x) =


0 x < −d
V0 −d < x < d
0 x > d

The half-width of the well is d and the depth (a negative number) is V0. Due to the
piecewise nature of the potential, a different Hamiltonian is solved for each region: I,
II, and III (shown in Figure D.1). The locations near the well boundaries are labeled
as 0, 1, 2, 3. The unnormalized wavefunctions of the square well potential have the
following form:

ψ(x, F ) =


κ0Ai[α(x+ β)] x < −d
κ1Ai[α(x+ β′)] + κ2Bi[α(x+ β′)] −d < x < d
κ3Ci[α(x+ β)] x > d

(D.1)

where α = −(2F )1/3, β = E/F and β′ = (E − V0)/F . The κ’s are coefficients that
force continuity of value and derivative between regions I, II and III.
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V (x)

−d

+d

V0

I II III

0 1

2 3

Figure D.1. The square well potential with external field for a half-width d and
depth V0. Given the piecewise nature of the well, there are three distinct regions I,
II and III with boundary interfaces labeled 0, 1, 2, 3.

D.2 Continuity equations

To simplify the notation, the BC location numbers are used to designate the argu-
ment of the Airy functions. For example, an argument containing x = +d and β′

is designated as a subscript 2, therefore the wavefunction at that location becomes
κ1A2 + κ2B2. In summary,

ψI(x = −d) =⇒ κ0A0

ψII(x = −d) =⇒ κ1A1 + κ2B1

ψII(x = +d) =⇒ κ1A2 + κ2B2

ψIII(x = +d) =⇒ κ3C3

Using this new notation, the boundary conditions for continuous wavefunctions (both
value and derivative) across well walls are

BC =


κ0A0 = κ1A1 + κ2B1

κ0A
′
0 = κ1A

′
1 + κ2B

′
1

κ1A2 + κ2B2 = κ3C3

κ1A
′
2 + κ2B

′
2 = κ3C

′
3

(D.2)

The κ’s are found by solving the BC pairwise using simple substitutions. The first
step is to take the first two BC’s

κ0A0 = κ1A1 + κ2B1, κ0A
′
0 = κ1A

′
1 + κ2B

′
1

and solve each for κ2 and then equate them. The resulting steps give an expression
for κ1 in terms of κ0:

κ0A0 − κ1A1

B1

=
κ0A

′
0 − κ1A

′
1

B′1
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κ0[A0B
′
1 − A′0B1] = κ1[A1B

′
1 − A′1B1︸ ︷︷ ︸

1/π

]

κ1 = π[A0B
′
1 − A′0B1]κ0

Similarly, solving for κ1 and equating expressions gives κ2

κ0A0 − κ2B1

A1

=
κ0A

′
0 − κ2B

′
1

A′1

κ0[A0A
′
1 − A′0A1] = κ2[A′1B1 − A1B

′
1︸ ︷︷ ︸

−1/π

]

κ2 = −π[A0A
′
1 − A′0A1]κ0

Proceed with the third and forth BC’s and retrieve similar equations for κ1 and κ2

in terms of κ3.
κ1A2 + κ2B2 = κ3C3, κ1A

′
2 + κ2B

′
2 = κ3C

′
3

Solve for κ2 and equate

κ3C3 − κ1A2

B2

=
κ3C

′
3 − κ1A

′
2

B′2

κ1[A′2B2 − A2B
′
2︸ ︷︷ ︸

−1/π

] = κ3[B2C
′
3 −B′2C3]

κ1 = −π[B2C
′
3 −B′2C3]κ3

Now solve for κ1 and equate

κ3C3 − κ2B2

A2

=
κ3C

′
3 − κ2B

′
2

A′2

κ2[A′2B2 − A2B
′
2︸ ︷︷ ︸

−1/π

] = κ3[A′2C3 − A2C
′
3]

κ2 = π[A2C
′
3 − A′2C3]κ3

To summarize, the following constraints are imposed on the coefficients in order to
have continuous wavefunctions across well boundaries

κ1 = +π[A0B
′
1 − A′0B1]κ0

κ1 = −π[B2C
′
3 −B′2C3]κ3

κ2 = −π[A0A
′
1 − A′0A1]κ0

κ2 = +π[A2C
′
3 − A′2C3]κ3

(D.3)

From these constraints, it is clear that there is some freedom in how to choose the
concrete values of the κ’s. Due to the symmetric potential, the κ’s should be chosen
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to make the wavefunctions in region I and III have a similar form. A reasonable
choice is

κ0 = A2C
′
3 − A′2C3 (D.4)

κ1 = π (A0B
′
1 − A′0B1) (A2C

′
3 − A′2C3) =π (A0B

′
1 − A′0B1)κ0 (D.5)

κ2 = −π (A0A
′
1 − A′0A1) (A2C

′
3 − A′2C3) =πκ3κ0 (D.6)

κ3 = − (A0A
′
1 − A′0A1) (D.7)

D.3 Eigenvalue equation

To find the eigenvalue equation for the square well, the equations for κ1, κ2 in (D.3)
are equated

κ1 = +π[A0B
′
1 − A′0B1]κ0 = −π[B2C

′
3 −B′2C3]κ3

κ2 = −π[A0A
′
1 − A′0A1]κ0 = +π[A2C

′
3 − A′2C3]κ3

and then solved for κ0/κ3. Combining these expressions leads to the eigenvalue equa-
tion

(A0A
′
1 − A′0A1)(B2C

′
3 −B′2C3)− (A0B

′
1 − A′0B1)(A2C

′
3 − A′2C3) = 0 (D.8)

which determines for a given field F which eigenvalue energies E exists.

D.4 Normalization

To solve for the normalization factor Vallée (3.50) is used:∫
A[α(x+ β)]2dx = (x+ β)A[α(x+ β)]2 − 1

α
A′[α(x+ β)]2

where A is a linear superposition of Airy functions (Ai, Bi) and the integration is
performed along a contour C shown in Figure 4.1. Given that the wavefunctions are
continuous in value and derivative at the well boundaries, Vallée (3.50) is reduced to∫ b

a

A[α(x+ β)]2 = βa,bA[α(x+ β)]2
∣∣∣∣b
a

(D.9)

where βa,b is chosen to be inside or outside the well accordingly. Throughout the
following derivations, continuity at the well boundaries greatly simplifies integral
calculations for the square well. For instance, only terms multiplied by the scaled
energy β are retained, since β is not continuous across well boundaries. All other
terms that are products of wavefunctions or their derivatives are continuous and can
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therefore be ignored. The normalization factor of the wavefunction is found from a
sum of the integrals in each region

N2 =

∫ −d
−∞

ψ2
I dx+

∫ d

−d
ψ2

IIdx+

∫ ∞
d

ψ2
IIIdz.

The result of these integrals is simply

N2 = βψ(−d)2 − β′ψ(−d)2 + β′ψ(+d)2 − βψ(+d)2

N2 =
V0

F

(
ψ(−d)2 − ψ(d)2

)
Using the wavefunctions in region I and III, this expression can be written as

N2 =
V0

F

(
κ2

0Ai(−d)2 − κ2
3Ci(d)2

)
N =

√
V0

F
(κ2

0Ai(−d)2 − κ2
3Ci(d)2) (D.10)

One interesting property to note is that wavefunction values at the well boundaries
are a function of the well depth and external field, since for a normalized wavefunction

1 =
V0

F

(
ψ(−d)2 − ψ(d)2

)
.

This property is similar to the property of 1D Dirac-delta potential, where the wave-
function’s value at the location of the delta potential is ψ(x = 0) = −α/2πBN , a
function of field value and potential depth B.

D.5 Relevant Airy integrals

Using the integrals in Vallée and from Appendix A, all quantities necessary for time
evolution of the square well resonant states can be calculated. In this section, many
of the most common integral results are listed. Similar to Vallée the quantities A,B
are defined to be a linear combination of Airy functions with shifted arguments:

A[α(x+ β1)] and B[α(x+ β2)] (D.11)

The prime symbol ′ represents a derivative on the whole argument of the Airy function.
A′ corresponds to the derivative Airy functions: e.g. Ai′(z) or Bi′(z). This is done to
keep track of α’s when taking derivatives. For example, ∂xA[α(x+β)] = αA′[α(x+β)].
From Appendix A, it was shown that∫ ∞

−∞
A′Bdx = −α

2

2
(β1 − β2)

∫ ∞
−∞

xABdx. (D.12)
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For the square well, this results in∫ ∞
−∞

xABdx = − V0

F 2(β1 − β2)2
[AB(d)− AB(−d)] , (D.13)

and therefore, ∫ ∞
−∞

A′Bdx = − α2V0

2F 2(β1 − β2)
[AB(d)− AB(−d)] . (D.14)

Also in Appendix A, it was found that∫ ∞
−∞

xA′Bdx = −α
2(β1 − β2)

4

∫ ∞
−∞

x2ABdx. (D.15)

For the square well, this results in∫ ∞
−∞

x2ABdx =− 2V0d

F 2(β1 − β2)2
[AB(d) + AB(−d)]

− 4V0

F 2α2(β1 − β2)3
[A′B(−d)− A′B(d)− AB′(−d) + AB′(d)]

+
6V0

F 3(β1 − β2)4
[AB(d)− AB(−d)],

(D.16)

and therefore∫ ∞
−∞

xA′Bdx =− V0d

Fα(β1 − β2)
[AB(d) + AB(−d)]

+
V0

F 2(β1 − β2)2
[A′B(−d)− A′B(d)− AB′(−d) + AB′(d)]

+
3V0

F 2α(β1 − β2)3
[AB(d)− AB(−d)]. (D.17)

Two more integrals are necessary for calculating the coupling terms and observables.
Due to the piece-wise nature of the well, some integrals must be calculated over a
finite range, not just over (−∞,∞). For definite integrals over a finite range (a, b)
the above integrals are modified to∫ b

a

A′Bdx = −α
2

2
(β1 − β2)

∫ b

a

xABdx+

(
1

2α
AB +

1

2
xA′B − 1

2
xAB′

) ∣∣∣∣b
a︸ ︷︷ ︸

new

(D.18)
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The additional terms labeled “new” will vanish when a→ −∞ and b→∞, since the
integral is performed along the contour C which decays the wavefunction’s value and
derivative to zero. Including the additional terms, the integral’s result is∫ b

a

xABdx =−
(

a

α2(β1 − β2)
+

2

α5(β1 − β2)3

)
(A′B(a)− AB′(a))

+

(
b

α2(β1 − β2)
+

2

α5(β1 − β2)3

)
(A′B(b)− AB′(b))

+
1

α3(β1 − β2)2
[(β′1 + β′2 + 2a)AB(a)− (β′1 + β′2 + 2b)AB(b)]

+
2

α4(β1 − β2)2
[A′B′(b)− A′B′(a)].

(D.19)

D.6 Coupling matrix elements

The coupling elements 〈∂Fψi|ψj〉 are one of the two primary quantities needed in
order to simulate the dynamics of a square well system in the presence of an external
light field. Alternatively the dipole matrix elements can be used and are shown in
the next section. The coupling elements are found by integrating a wavefunction and
its derivative w.r.t. the field.∫ ∞

−∞
(∂Fψi)ψjdx =

1

NiNj

∫ ∞
−∞

(∂Fgi)gjdx. (D.20)

The first step in solving this integral is to calculate ∂Fg. Since g is a linear combination
of Airy functions A, each region (x < −d, −d < x < d, and x > d) will have the same
form

∂Fg = ∂F (κA[α(x+ β)]) = (∂Fκ)A+ κ(∂FA) (D.21)

where
∂FA[α(x+ β)] =

α

3F
[3E ′ + x− 2β]A′[α(x+ β)]. (D.22)

Therefore
∂Fg = (∂Fκ)A+ κ

α

3F
[3E ′ + x− 2β]A′[α(x+ β)]. (D.23)

With the expressions for ∂Fg, the coupling elements can now be written in terms of
integrals. The following expressions are quite large and many coefficients must be
kept track of. Separate coefficients for the two wavefunctions gi and gj are needed
and therefore κ is used for gi and γ for gj. A shorthand notation for Airy functions
is also used where subscripts indicate which β is within the argument. For example,
Ai = Ai[α(x + βi)] and Aj = Ai[α(x + βj)]. (Be careful not to confuse these Airy
subscripts Ai, Cj with the well boundary subscripts A1, C3 that were used earlier when
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deriving the eigenvalue equation. Here the subscripts i, j are for specifying β values.)
To calculated the coupling elements the following integrals must be evaluated:∫ ∞

−∞
(∂Fgi)gjdx =

∫ −d
−∞

(∂Fκ0)γ0AiAj + κ0γ0(∂FAi)Ajdx

+

∫ d

−d
[(∂Fκ1)Ai + (∂Fκ2)Bi][γ1Aj + γ2Bj]dx

+

∫ d

−d
[κ1(∂FAi) + κ2(∂FAj)][γ1Aj + γ2Bj]dx

+

∫ ∞
d

(∂Fκ3)γ3CiCj + κ3γ3(∂FCi)Cjdx.

(D.24)

Each of the integrals can be solved, but care must be taken w.r.t. continuity, since not
all of these terms are continuous across well boundaries. This is due to the derivatives
of the coefficients κ and γ. It is apparent that the second term in the first line, the
third line, and the second term in the last line represent continuous wavefunctions
(since they don’t contain ∂Fκ or ∂Fγ). These should be collected, then using (D.22)
for the derivatives applied to Airy functions, the expression can be changed to∫ ∞

−∞
(∂Fgi)gjdx =

∫ −d
−∞

(∂Fκ0)γ0AiAjdx

+

∫ d

−d
[(∂Fκ1)Ai + (∂Fκ2)Bi][γ1Aj + γ2Bj]dx

+

∫ ∞
d

(∂Fκ3)γ3CiCjdx

+
α

3F

∫ ∞
−∞

(3E ′i + x− 2βi)g
′
igjdx

+
2αV0

3F 2

∫ d

−d
g′igjdx.

(D.25)

The last two lines contain integrals that were solved in the previous section, namely∫∞
−∞A

′Bdx,
∫∞
−∞ xA

′Bdx and
∫ d
−dA

′Bdx. The very last line of (D.25) seems out of
place, but it results from the fact that β is not continuous across well boundaries.
Explicitly, this integral is a result of three integrals in each region∫ ∞

−∞
βig
′
igjdx =

∫ −d
−∞

βig
′
igjdx+

∫ d

−d
β′ig
′
igjdx+

∫ ∞
d

βig
′
igjdx. (D.26)

where β′ = β − V0
F

in the center region II. Given this, it is easy to verify that∫ ∞
−∞

βA′Bdx = β

∫ ∞
−∞

A′Bdx− V0

F

∫ d

−d
A′Bdx. (D.27)
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The coefficients are also functions of the field, and therefore taking the derivative
w.r.t. F leads to the following equations

∂Fκ0 =
α2V0

3F 3
(3E ′F − Fd+ 2V0 − 4E)A2C3 +

2αV0

3F 2
A′2C

′
3 (D.28)

∂Fκ1 = π

{[
−α

2V0

3F 3
(3E ′F + Fd+ 2V0 − 4E)A0B1 −

2αV0

3F 2
A′0B

′
1

]
k0 + (A0B

′
1 − A′0B1)(∂Fk0)

}
(D.29)

∂Fκ2 = π[(∂Fκ3)κ0 + κ3(∂Fκ0)] (D.30)

∂Fκ3 =
α2V0

3F 3
(3E ′F + Fd+ 2V0 − 4E)A0A1 +

2αV0

3F 2
A′0A

′
1 (D.31)

Now that all the pieces are known, the coupling elements can be calculated. Un-
fortunately the resulting expressions are quite large and up until the writing of this
dissertation, a nice simplification of them has yet to be achieved. Instead these equa-
tions were numerically check and found to really be the resulting coupling matrix
elements. It is surprising how difficult simplification is given that the dipole matrix
elements (shown in the next section) have relatively simple expressions.

D.7 Dipole matrix elements

For the diagonal dipole matrix elements, Vallée (3.51) is used∫
xA[α(x+ β)]2dx = −1

3

(
xβ + 2β2

)
A[α(x+ β)]2 +

2β

3α
A′[α(x+ β)]2

where terms that do not contain the factors x or β are ignored due to continuity of
the wavefunctions. Evaluating this expression for the square well results in

〈ψ|x|ψ〉 =
V0

3F

[
(d− 4β)ψ(−d)2 + (d+ 4β)ψ(d)2

]
+

2V 2
0

3F 2

[
ψ(−d)2 − ψ(d)2

]
+

2V0

3Fα

[
ψ′(−d)2 − ψ′(d)2

]
.

(D.32)

This expression can be simplified using the expression for normalization

V0

F

[
ψ(−d)2 − ψ(d)2

]
= 1

and therefore the diagonal elements are

〈ψ|x|ψ〉 =
1

3F

{
2V0 − 4E + V0d

[
ψ(−d)2 + ψ(d)2

]
+ 2V0

[
1

α

(
ψ′(−d)2 − ψ′(d)2

)]}
.

(D.33)
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The integral for the off-diagonal elements were shown previously∫ ∞
−∞

xABdx = − V0

F 2(β1 − β2)2
[AB(d)− AB(−d)] . (D.34)

and can be rewritten as

〈ψ1|x|ψ2〉 = − V0

F 2(β1 − β2)2

g1(d)g2(d)− g1(−d)g2(−d)

N1N2

(D.35)

or in the nicer form

〈ψn|x |ψk〉S =
V0

(En − Ek)2
[ψn(−d)ψk(−d)− ψn(d)ψk(d)] . (D.36)

When comparing these relatively simple expressions for dipole moment to the complex
coupling elements of the previous section, hints that there must exist many identities
that help reduce the very complex coupling elements, but at the date of this writing
they remain unknown.
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[20] P. Béjot, E. Cormier, E. Hertz, B. Lavorel, J. Kasparian, J.-P. Wolf, and
O. Faucher. High-field quantum calculation reveals time-dependent negative
kerr contribution. Phys. Rev. Lett., 110:043902, Jan 2013.

[21] Rolf Wiehle, Bernd Witzel, Hanspeter Helm, and Eric Cormier. Dynamics of
strong-field above-threshold ionization of argon: Comparison between experi-
ment and theory. Phys. Rev. A, 67:063405, Jun 2003.

[22] E. A. Volkova, A. M. Popov, and O. V. Tikhonova. Nonlinear polarization
response of an atomic gas medium in the field of a high-intensity femtosecond
laser pulse. JETP Lett., 94(7):519–524, 2011.

[23] E A Volkova, Alexander M Popov, and O V Tikhonova. Polarisation response
of a gas medium in the field of a high-intensity ultrashort laser pulse: high
order kerr nonlinearities or plasma electron component? Quantum Electronics,
42(8):680, 2012.

[24] A M Popov, O V Tikhonova, and E A Volkova. Polarization response of an
atomic system in a strong mid-ir field. Laser Physics Letters, 10(8):085303,
2013.



171

[25] M Petrarca, Y Petit, S Henin, R Delagrange, P Béjot, and J Kasparian. Higher
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[27] Pierre Béjot and Jérôme Kasparian. Conical emission from laser filaments and
higher-order kerr effect in air. Optics letters, 36(24):4812–4814, 2011.

[28] Carsten Brée, Ayhan Demircan, and Günter Steinmeyer. Saturation of the
all-optical kerr effect. Physical review letters, 106(18):183902, 2011.
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