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ABSTRACT 
 
 

Software Configurable Optical Test System (SCOTS) developed at University of 

Arizona is a highly efficient optical metrology technique based on the principle 

of deflectometry, which can achieve comparable accuracy with interferometry 

but with low-cost hardware. In a SCOTS test, an LCD display is used to generate 

structured light pattern to illuminate the test optics and the reflected light is 

captured by a digital camera. The surface slope of test optics is determined by 

triangulation of the display pixels, test optics, and the camera. The surface shape 

is obtained by the integration of the slopes.  

Comparing to interferometry, which has long served as an accurate non-

contact optical metrology technology, SCOTS overcomes the limitation of 

dynamic range and sensitivity to environment. It is able to achieve high dynamic 

range slope measurement without requiring null optics. 

In this dissertation, the sensitivity and performance of the test system have 

been analyzed comprehensively. Sophisticated calibrations of system 

components have been investigated and implemented in different metrology 

projects to push this technology to a higher accuracy including low-order terms. 

A compact on-axis SCOTS system lowered the testing geometry sensitivity in the 
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metrology of 1-meter highly aspheric secondary mirror of Large Binocular 

Telescope. Sub-nm accuracy was achieved in testing a high precision elliptical X-

ray mirror by using reference calibration. A well-calibrated SCOTS was 

successfully constructed and is, at the time of writing this dissertation, being 

used to provide surface metrology feedback for the fabrication of the primary 

mirror of Daniel K. Inouye Solar Telescope which is a 4-meter off-axis parabola 

with more than 8 mm aspherical departure. 
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1 INTRODUCTION 

1.1 Metrology methods for optical surface measurement 

High performance requirements on optics push currently-available fabrication 

and metrology technologies to their limits. Any arbitrary optical surfaces can be 

fabricated in modern computer controlled figuring; however, fabrication of high 

precision optics highly relies on the metrology of optical surface to serve as a 

feedback in polishing deterministic process to correct subtle surface distortion. 

The advances of metrology techniques determine the quality of the optics that 

can be made. 

Surface metrology techniques can be categorized as contact profilometry and 

contact-free profilometry. Contact profilometry [1] is probably the oldest and 

most accepted method of accurately measuring an arbitrary surface profile. It 

uses a mechanical tip to drag along the surface and the tip deflections are 

measured using mechanical, electrical, or optical transducers. It can measure to 

atomic scale when atomic force microscope is used as contact stylus. The 

disadvantages of contact profilometry include relatively long measurement time 

for excellent lateral resolution and potential damage of test surface by the stylus 

tip.  
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Instead of using mechanical stylus tip, optical profilometry uses an optical 

probe to map surface topography by sensing the best focus position on the test 

optics. Different methods were developed to improve the detection of focal point; 

confocal microscopy [2,3] is one of the important techniques that is worth to be 

pointed out. It uses a spatial filter at the confocal plane of the microscopy 

objective to block out-of-focus light to ensure high signal-to-noise images for 

surface height determination. Confocal microscopy can achieve very high 

vertical resolution by using objective with large numerical aperture (NA), 

however, since it is single point detection, the speed of data acquisition is a 

limiting factor which leads to a number of works on the improvement of this 

aspect. 

Interferometry [4] might be the most popular and widely used non-contact 

optical profilometry in optical testing. It utilizes the wave nature of the light to 

achieve high accuracy measurement by detecting the optical path length 

difference between reference surface and test surface. One of the most common 

interferometry configurations is Fizeau interferometry. It minimizes the 

environmental influences by maintaining a common path of the reference beam 

and test beam. Through the analysis of interference fringe pattern, 2D surface 

topography of test surface can be obtained in one measurement. However, 

classical interferometry usually requires specially designed null optics such as 
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computer generated hologram (CGH)  [5,6] for measuring steep surfaces, which 

can make the test very expensive and hard to align. And sometimes, a stitching 

process is needed. White light interferometry overcomes this limit by evaluating 

the interference intensity profile using low temporal coherence light source 

(white light) and vertical scanning [7]. Instead of capturing the 2D fringe pattern 

directly, a white light interferometer measures the sum of all the fringe 

intensities and the broadband spectrum of the light source ensures its high 

position measurement sensitivity. Typically white light interferometry can 

achieve vertical resolution ~ 3 nm and lateral resolution ~1 um. White light 

interferometer still requires synchronized lateral scanning of the sample. 

Therefore, measurement time is one of the major concerns of this method. 

Deflectometry is another non-contact profilometry for measuring specular 

optical surface. Software Configurable Optical Test System (SCOTS) [8] 

developed at the University of Arizona is one of the deflectometric techniques. 

The basic principle of SCOTS uses a digital camera to capture light that is created 

by a controlled source and reflected from the surface under test.  The reflected 

light is analyzed to provide an accurate measurement of slope variations in the 

surface under test. The slope errors are integrated to provide a full map of the 

surface errors. Comparing with interferometry, SCOTS is able to achieve high 

dynamic range slope measurement by using computer-controlled large displays 
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as light source such as LCD monitors. With careful calibration, we have 

demonstrated the accuracy of SCOTS measurement rivals that of interferometry 

but at lower cost and easier system setup.  

Surface metrology techniques are not only limited to the methods that 

mentioned above, new applications drive the development of news methods and 

improvement of existing methods to meet different measurement requirements. 

1.2 Motivation 

The motivation of this dissertation is to advance SCOTS to higher accuracy and a 

mature test tool for optical metrology. High accuracy SCOTS metrology involves 

a great effort in system calibrations including test geometry, imaging camera and 

LCD display. Understanding and quantifying the effects of SCOTS components, 

such as geometry sensitivity, camera aberration, camera distortion, display 

nonlinearity, display shape distortion, and etc. are the fundamentals to guide the 

design and implementation of system calibrations.  

Through this dissertation, we want to develop more solid understanding of 

the system fundamentals so that we can give accurate predication of system 

performance and error budget in future systems. From the engineering point of 

view, we hope to apply system calibrations on real test projects to have practical 

implementation and verification. 
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1.3 Dissertation Overview 

This dissertation consists of six chapters. It gives an in-depth analysis of SCOTS 

components and summarizes engineering implementation of system calibrations 

in different metrology projects. 

Chapter 2 PRINCIPLE OF DEFLECTOMETRY describes the test principle 

of SCOTS. A virtual null test model is established by Zemax ray tracing and an 

approximated equation based on transverse ray aberration is used for slope 

calculation. 

Chapter 3 IMPROVED SYSTEM GEOMETRY FOR HIGH ACCURACY 

LOW-ORDER SURFACE MEASUREMENT provides a sensitivity analysis on the 

geometry of system components. An on-axis test configuration was proposed to 

reduce geometry sensitivity and a real test system was built for investigating the 

secondary mirror of Large Binocular Telescope (LBT). 

Chapter 4 DISPLAY AND CAMERA CALIBRATION FOR HIGH 

ACCURACY SURFACE MEASUREMENT provides comprehensive discussions 

of LCD display and camera effects in SCOTS. Calibration methods with practical 

examples are also provided. A test system utilizing the calibration methods 

described in this chapter for measuring the primary mirror of Daniel K. Inouye 

Solar Telescope is presented at the end of this chapter. 
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Chapter 5 ADVANCED SYSTEM CALIBRATION USING REFERENCE 

SURFACE provides a calibration method to reduce systematic error by 

measuring a reference surface. An application example on testing an X-ray 

mirror is given. 

Conclusions are given in Chapter 6. 

APPENDIX A: includes a published peer-reviewed paper, focusing on the 

implementation of an on-axis SCOTS system for investigation of one of the 

secondary mirrors of Large Binocular Telescope (LBT).  

APPENDIX B: includes a paper accepted by Optical Engineering. It reports a 

high accuracy SCOTS metrology on a super polished elliptical X-ray mirror using 

reference calibration. Detailed experiment procedures, including test model set 

up, test alignment, distortion correction and calibration with a reference flat are 

presented. 

APPENDIX C: A Table of Standard Zernike Polynomials
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2 PRINCIPLE OF DEFLECTOMETRY 

In this chapter, development history of deflectometric technique is reviewed in 

Sec 2.1. The principle of SCOTS and test model are described in Sec 2.2, Sec 2.3. 

Sec. 2.4 summarizes current challenges in SCOTS measurements.  

2.1 History of deflectometry 

The fundamental of all deflectometric techniques is to detect the lateral 

displacement of reflected /refracted light from the test surface and thus to 

retrieve the slope of the measured wavefront or test surface. 

 The first realization of deflectometry is Foucault Knife Edge Test [9], dating 

back to 1858. It determines the topography of object by analyzing the shadow 

pattern created by a knife edge. Several advanced versions of the Foucault Knife 

Edge Test were developed after that, which include Wire Test, Ronchi Test [10,11] 

and Hartmann Test [12]. The knife edge is replaced by a thin wire and a binary 

grating in the Wire Test and Ronchi Test respectively. Hartmann Test uses a 

point light source and a grid mask in front of the test object to achieve one time 

2D surface sampling on the test sample without the need of scanning. It was 

introduced by Johannes Hartmann in 1900 and further improved by Roland 
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Shack and Ben Platt in 1971 by replacing the grid mask with a lenslet array at 

transferred pupil, which is so called Shark-Hartmann Test [13,14].  

As time goes by, a new deflectometric method called Phase Measuring 

Deflectometry (PMD) was developed and published by Knauer [15] et al, in 2004 

with detailed system description and analysis. It uses an LCD display to generate 

intensity-modulated sinusoidal light pattern to illuminate test objects and a 

camera placed in the detection path to capture the distorted light patterns. The 

camera directly images the test object which provides a much denser spatial 

sampling than Hartman screen in Hartmann test and lenslet array in Shark-

Hartmann Test; and the use of coded light pattern provides a precise 

measurement of illuminous light source position. 

 

Figure 2.1 Example of Phase Measuring Deflectometry (PMD) 

Software Configurable Optical Test System (SCOTS) developed in University 

of Arizona is one of the PMD techniques utilizing precise system calibration to 
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measure optics with high accuracy that rivals interferometry. The performance of 

SCOTS has been successfully demonstrated in testing many large astronomy 

telescope mirrors such as GMT primary [16], LBT secondary [17,18], DKIST 

primary and precision X-ray mirrors [19].  

2.2 Reverse Hartmann model 

As mentioned above, SCOTS and Hartmann Test are both based on similar 

deflectometric techniques. Therefore, to describe the measurement principle of 

SCOTS, we make analogy between SCOTS and classic Hartmann test. 

 

 

Figure 2.2 Schematic setup of (a) a Hartmann test and (b) a SCOTS test. The SCOTS traces the ray 

in reverse compared to the Hartmann test. 
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As shown in Figure 2.2 (a), in a Hartmann test, a point source of light is 

placed near the center of curvature of the test mirror, and a plate with a number 

of holes (Hartmann screen) is centered right in front of the test mirror. The point 

source illuminates the entire test mirror, but only the light passing through the 

holes is reflected. The Hartmann screen defines the sampling on the mirror and a 

set of corresponding ray bundles. A detector is placed near the focus and records 

the positions of reflected ray bundles. One or more images are recorded by the 

detector for slope calculation. 

In SCOTS, the detector in Hartmann test is replaced by an LCD screen 

displaying coded light pattern and the point source is replaced by a camera 

focusing on the test mirror to detect the “distorted” light pattern reflected by the 

test mirror. Sampling on the test mirror is achieved by the ray bundles of the 

imaging system which are defined by camera aperture and each camera pixel. 

Therefore, no Hartmann screen is needed. The illuminating pixel position, 

reflection region on the mirror and camera aperture-center uniquely define an 

incident ray and its reflected ray. Using the coordinates of these three points, the 

local surface slope of test mirror can then be calculated by triangulations using 

Eq.(2.1) and (2.2). The parameters in Eq.(2.1) and (2.2) are defined in Figure 2.3. 
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Figure 2.3 Geometry for slope calculation in deflectometry 
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where 
,m mZ x y

x
and 

,m mZ x y
y

are the surface slopes of the test mirror; mx  and 

my are coordinates of mirror pixel, screenx and screeny are the coordinates of 

corresponding screen position; camerax and cameray are camera aperture coordinates;. 

2m screend  and 2m camerad are the distances from mirror to LCD and camera aperture 
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respectively; z is the surface height of test mirror; 2m screenz  and 2m cameraz are the z-

directional distance from mirror vertex to LCD and camera aperture respectively.  

In Eq.(2.1) and (2.2), the parameter ,m mZ x y is actually unknown and needs 

to be measured in the test, therefore, the nominal value of the test surface is used 

instead to calculate the slope of the mirror. Usually the surface under test is close 

to its nominal value within several μm and the error is very small comparing to 

the distance 2m screenz  and 2m cameraz  , which are usually in the range of meters, 

therefore, this approximation is valid and the error is negligible. 

2.3 Virtual null using ray tracing 

When testing a polished optical surface, we are interested in the surface 

departure of the test surface from its nominal shape. We achieve this by setting 

up a ray tracing model using Zemax with the test optics in its nominal shape and 

calculating the slope difference using transverse ray aberration model. Surface 

deviation ( Z ) from the ideal shape is obtained by integrating the slope 

differences.  

Since SCOTS works like a Hartmann test with the light path in reverse, the 

ray trace model in Zemax is quite similar to a Hartmann test. The camera is 

modeled as a point source sending the light to the test surface and the LCD 

screen is modeled as the image plane to capture the reflected light. Utilizing 

Zemax ray tracing function to sample the mirror aperture and trace those 
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individual rays, an ideal spot distribution on the image plane can be obtained 

( idealx and idealy ) while in the experiment this spot distribution ( measuredx  and 

measuredy  ) is calculated from line scanning or phase shifting method [8].  

Based on transverse ray aberration model [20], system wavefront aberrations 

are approximately equal to the transverse ray aberration by dividing the spot 

coordinate differences ( screenx  and screeny ) with measured mirror-to-screen 

distance  ( 2m screend ). The slopes of surface deviation (
,m mZ x y

x
and

,m mZ x y
y

) 

are then obtained by half the wavefront aberrations as expressed in Eq. (2.3). 

Integration of 
,m mZ x y

x
and

,m mZ x y
y

 gives surface departure of test optics 

from its nominal shape. 
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 ,screen measured ideal screen measured idealx x x y y y  (2.4) 

   

where 
,m mZ x y

x
and

,m mZ x y
y

are the slope differences between 

measurement and calculated result from Zemax ray tracing where the surface is 

under its nominal shape. 2m screend  is the distance from mirror to LCD display; 

measuredx  and measuredy are measured spot distributions on the LCD display; idealx  and 

idealy are spot distributions on the LCD display by Zemax ray tracing.  
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Playing the similar role as null optics in interferometry test, the Zemax model 

in SCOTS test acts like a virtual “null test”. 

2.4 Challenges in deflectometry 

Although deflectometry measurement is not subject to rigorous alignment in 

interferometry test, the absolute position of the illumination light source, 

observation point and test optics needs to be measured to a high accuracy for low 

uncertainty slope calculation. A geometry bias could easily generate fake low-

order shape, such as power, astigmatism and coma.  

Another issue with deflectometric measurement is the distortion mapping in 

the imaging system. Imaging camera in the deflectometry system can provide 

distorted sampling of the test optics due to camera lens distortion and viewing 

perspective. Careful mapping correction is required in data processing to avoid 

systematic error. Similar to test geometry, low-order shape is more sensitive than 

high-order shape in mapping correction. 

Calibration of systematic error in deflectometry is the most important step to 

get reliable measurement result. Different methods have been developed to 

improve the calibrations.  The calibration methods discussed in this dissertation 

include precise calibration of each individual element and system calibration as 

well, such as rotation average and reference calibration.  
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3 IMPROVED SYSTEM GEOMETRY FOR HIGH ACCURACY 

LOW-ORDER SURFACE MEASUREMENT 

All deflectometric systems are very sensitive to geometry, and a large amount of 

calibration effort is put into the geometry calibration. SCOTS is no exception. As 

mentioned in Sec. 2.3, SCOTS utilizes Zemax ray tracing to generate ideal spot 

distribution ( idealx and idealy ) on the display to virtually “null” the test. To 

correctly setup race tracing model in Zemax, geometric parameters, such as the 

positions of the camera aperture, mirror and the screen need to be measured to a 

high accuracy. 

In this chapter, geometry sensitivity of SCOTS test is analyzed in detail. Sec 

3.1 introduces geometry measurement and calibration procedures. Then, test 

sensitivity on camera position, display position and mirror position are analyzed 

using parametric expressions. An on-axis SCOTS system with reduced sensitivity 

on astigmatism was built and presented in Sec 3.4 [17,18]. It was used for 

measuring low-order shape of secondary mirror of Large Binocular Telescope [21] 

and the results were excellent. 
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3.1 Geometry calibration 

In most of the SCOTS tests for large telescope mirrors, a laser tracker system [22] 

is used to measure test geometry in a large test volume from a few meters to 

more than ten meters. The mirror position (mainly mirror center and tip/ tilt) is 

usually defined by measuring several (usually four) Spherically Mounted Retro-

reflectors (SMR) clamped on the mirror edge as shown in Figure 3.1. Camera 

aperture center and display position are determined by measuring their 

reference SMRs mounted around the camera and the display.  

To get the actual positions of aperture center and the display in the test 

configuration, the relative positions between camera aperture and its reference 

SMRs, display and its reference SMRs, are pre-calibrated using an optical CMM 

before mounting in the test tower. The layout and actual setup of pre-calibration 

are shown in Figure 3.2 and Figure 3.3. 
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Figure 3.1 SCOTS test for measuring the prototype of fast-steering mirror (FSMP) of Giant 

Magellan Telescope (GMT). Laser tracker was mounted between the SCOTS and FSMP to 

measure test geometry. Fixtures were clamped on the mirror edge to define mirror position. 

Reference SMRs were mounted on SCOTS to determine display and camera aperture position. 

The optical CMM is a modified CMM using a Point Source Microscope 

(PSM) [23] as the probing arm. The basic ideal of pre-calibration is to find out 

geometric relationship between camera aperture (or display pixels) and its 

reference SMRs. Take the pre-calibration of camera aperture as an example, as 

shown in Figure 3.2 (b): Firstly, the PSM is focused on the center of camera 

aperture and the centers of reference SMRs (usually in the calibration, the SMRs 
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are replaced by high quality steel balls with same size for better imaging quality); 

then the relative 3D locations of the camera aperture and reference SMRs are 

recorded under CMM coordinates. In the pre-calibration of display position, as 

shown in Figure 3.2 (a), usually several pixels on the display are light up and 

measured to define the plane of the display relative to its reference SMRs. With 

these calibration data, when the system is in the test tower, by measuring those 

reference SMRs, camera aperture center and display position can be determined 

accurately in real test geometry using straightforward coordinate transformation. 

Figure 3.3 gives an experimental setup for calibrating camera aperture and 

display pixel positions for a SCOTS system. 

 

Figure 3.2   Layout for pre-calibration of (a) display and (b) camera aperture position  
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Figure 3.3   Experimental setup for pre-calibration of display and camera aperture position. 

3.2 Geometry sensitivity 

As described in Chapter 2, the ideal spot distribution on the display can be 

calculated using reverse ray tracing in Zemax where the camera is modelled as a 

point source sending the light on to the mirror and being reflected back to the 

display plane. For test configuration where the camera and display are placed 

near the conjugate positions of the test mirror, spot distribution ( x  and y ) on 

the display can be approximated as transverse ray aberration, and wavefront 

departure ,W x y at display plane can be found using imaging aberration theory. 
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For an optical system with a circular exit pupil of radius r , it is convenient to 

use normalized coordinate. In the discussion of this dissertation, we use 

normalized Cartesian coordinates ,p px y , where , sin ,cosp px y , 0 1  

and 0 2 . Taking four primary low order modes of ,W x y , defocus, 

astigmatism, coma and spherical as examples, the shapes of these modes are in 

the form of  

   
22 2 2 2 2 2 2

020 222 131 040,p p p p p p p p p pW x y W x y W y W x y y W x y  (3.1)

  
 020W , 222W , 131W  and 040W  are coefficients of defocus, astigmatism, , coma  and 

spherical representing the peak values of the modes. 

Spot diagram ( x  and y ) on the display can be approximated as [24]: 
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 #f  is the f-number of the image-forming light cone. 

In the following parts of this section, we will discuss test sensitivity on 

camera position (including lateral and axial position), screen orientation 

(including tip/tilt and axial position), and mirror orientation (including tip/tilt 

and clocking) for measuring axisymmetric optics. 
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3.2.1 Sensitivity on camera lateral position 

Traditional SCOTS test uses off-axis test geometry where the camera and display 

are configured with lateral separation about the axis of the test optics so that the 

light path will not be blocked. Off-axis test configuration introduces camera 

lateral position ( h ) dependent modes in the measured wavefront departure

,W x y , which are usually dominated by astigmatism and coma.  

For measuring spherical surface at its paraxial conjugate position, by using 

Seidel sums  [25], we get Seidel coefficients of  222W   and 131W   

 222
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where y is chief ray height, y  is marginal ray height, u and 'u are chief ray angles 

before and after reflection, u and 'u  are marginal ray angles before and after 

reflection, n and n’ are the refractive index before and after reflection, 

respectively. 

For measuring axisymmetric aspheric surface, the contribution from the 

aspheric surface to the Seidel sums  IIS  and IIIS  ( IIS  and IIIS ) [25] are given in 

(3.11) and Eq. (3.12).  

 II
yS a
y

 (3.11)
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III
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y

 (3.12)

  

where 
3

2 41a y n
R

 for conic surface of eccentricity ; and 4
48a y n  

for an aspheric surface with fourth-order coefficient 4 . 

 

Figure 3.4 Ray tracing for Seidel aberration coefficients calculation 
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Applying Eq.(3.4) ~ Eq. (3.12) to a SCOTS test as shown in Figure 3.4, two rays 

are traced through the system, one is the marginal ray for full aperture (blue ray) 

and the other one is the chief ray for the maximum field, i.e. the camera off-axis 

distance (red ray). We get 
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Since 0y , the results of Eq. (3.13) and (3.14) can apply all the axisymmetric 

(including spherical and aspherical)surfaces. 

The sensitivities of astigmatism and coma in the measured wavefront 

departure to camera off-axis distance are 
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From Eq.(3.15) and Eq.(3.16), we can see sensitivity of astigmatism in 

measured wavefront departure to test geometry increases linearly as the test goes 

more off-axis, while the sensitivity of coma to camera lateral position is 

independent of camera lateral position h . To convert the wavefront sensitivity 
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(
W
h

) into surface height (
Z
h

) sensitivity, a factor of 2 needs to be considered in 

Eq.(3.15) and Eq.(3.16). 

We usually use Zernike standard polynomials to represent wavefront or 

surface map. From the above analysis, we conclude that camera lateral position 

mainly affect the accuracy of Zernike Z5~Z8 (astigmatism is represented by Z5 

and Z6, coma is represented by Z7 and Z8) in the measurement map. 

3.2.2 Sensitivity on camera axial position 

The uncertainty of camera axial position basically generates defocus 020W  effect in 

the measurement.  

 

Figure 3.5 Layout showing test sensitivity on camera axial position. Red line represents nominal 

test position. Blue line represents perturbed test position. 
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In Figure 3.5, camera is at distance d to the mirror, the conjugate position is 

determined by first order imaging equation 

 
2

Rdz
d R

 (3.17) 

   
The sensitivity of the paraxial image position to camera axial position is 
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If the camera axial position shifts d , the paraxial conjugate position would shift 
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  020W is related to the amount of focus shift z ,  and can be expressed as [24] 
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where #f  is the f-number of the image-forming light cone. 

For configuration where the camera is very close to the center of curvature of 

the test mirror ( d R ), you will get z d  by substituting d R into Eq. 

(3.19) , and thus 020 2
#

1
8

W d
f

. Converting into Zernike standard coefficients, 

camera axial position uncertainty 020W  mainly introduces Zernike power (Z4) 

term.  
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3.2.3 Sensitivity on display tip/tilt 

Tip/tilt of the display will generate a projection effect of the spot distribution on 

the display, but the projection direction of each ray is dependent on the test 

configuration and mirror pupil coordinate. For simplicity, we assume one-

directional display tilt  about x direction as showing in Figure 3.6. For a ray 

coming from specific mirror pupil coordinate ,p px y , the slope error of that ray is 

given by Eq. (3.21) and (3.22): 
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Figure 3.6 Layout showing test sensitivity on display tilt about x direction. Red line represents 

display at nominal position, blue line represents tilted display plane 
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where and  are the angles of incident ray from mirror pupil ,p px y   onto the 

display in yoz and xoz plane. The value of  and are functions of pupil 

coordinate ,p px y  on the mirror.  

From Eq. (3.21), we can see the change of slope ,y p pS x y  is not a linear 

function of tilt angle , it is also dependent on incident angle 
,p px y

 which is 

affected by the shape of the test optics and geometry of the test configuration. 

The slope change in the other direction ,x p pS x y is even more complicated as 

shown in Eq.(3.22). A ray tracing software such as Zemax is suggested to get 

exact value of slope error.  

Slope error due to display tilt about the other direction (y) can be derived 

using the similar procedure described above. 

3.2.4 Sensitivity on display axial position 

Test sensitivity on display axial position is similar as sensitivity on camera axial 

position as described in Sec. 3.2.2. If the display axial shifts z , then defocus 

020W  is introduced in the measured wavefront departure, and 020 2
#

1
8

W z
f
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3.2.5 Sensitivity on mirror tilt 

Measurement uncertainty due to mirror tilt can be decomposed into equivalent 

amount of error coming from camera lateral position and display tilt, the 

sensitivity of which are analyzed in Sec.3.2.1 and Sec. 3.2.3. 

3.2.6 Sensitivity on mirror clocking 

Error in mirror clocking (rotation of the mirror about its surface normal) could 

introduce measurement error. The sensitivity ( ( , )Z r ) is the first order partial 

derivative of the surface prescription of the test mirror. Mirror clocking error 

happens on test mirror which is non-axial symmetrical, such as the off-axis 

segment of the primary mirror of Giant Magellan Telescope.  

 

Figure 3.7  Layout showing uncertainty in mirror clocking 

For a clocking error of , the measured surface error would be 

 
( , )Z rZ  (3.23)
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Z  is the nominal surface shape of the test mirror as a function of r  and  . 

3.2.7 Summary of geometry sensitivity 

The above analysis uses imaging aberration theories to derive parametric 

expressions of test sensitivity on geometry. Calculations in Sec.3.2.1 use Seidel 

coefficients to illustrate sensitivity of field dependent wavefront departures 

(astigmatism and coma) on camera lateral position which assumes axisymmetric 

test surface and paraxial conjugate of camera and display about test surface. The 

spot distribution on the display can be calculated using transverse ray aberration 

theory (Eq.(3.2) and Eq.(3.3)).  The calculation can hold a good accuracy if the 

camera and the display are not far away from the conjugate positions. To get 

exact spot distribution on the display, a rigorous ray trace should be performed 

when the test is far away from conjugation position. However, you can still use 

the sensitivity equations above to get a quick and good estimation of test 

sensitivity on geometry in the initial design of a SCOTS test. 

3.3 Reduced geometry sensitivity using on-axis test configuration 

From the analysis in Sec. 3.2.1 and Eq.(3.15) it can be seen that the sensitivity of 

astigmatism is proportional to camera lateral position h , indicating that under 

same amount of measurement uncertainty on camera lateral position h , test 

configuration with large amount of off-axis separation between camera and 
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optical axis of the test optics is vulnerable to large error of 222W  , as shown in 

Eq.(3.24).  

Therefore, we can infer that although SCOTS allows off-axis configuration, 

for axial symmetric optics, if we can maintain coaxial alignment of the camera, 

display and test optics in the measurement, aberration sensitivity (especially 

astigmatism) to geometry errors can be reduced. The coaxial alignment can be 

implemented by use of a beamsplitter and the test configuration is shown in 

Figure 3.8.  

 

Figure 3.8  Layout of an on-axis SCOTS test configuration by using of a beamsplitter 

However, beamsplitter inherently adds errors to the measurement. Several 

issues need to be considered when designing the test and budgeting the system 
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error. The potential measurement errors coming from the beamsplitter include 

the effect of beamsplitter thickness, base shape and thickness variation. 

Firstly, to consider the effect of constant thickness, the beamsplitter is treated 

as a plane parallel plate (PPP), which causes a lateral displacement of the rays 

passing through. For small angles, the lateral displacement D can be 

approximated as  [26] 

 
(n 1)TID
n

 (3.25) 

   
where T is the thickness of the beamsplitter and I is the incident angle on the 

beamsplitter. 

 

Figure 3.9 Lateral displacement of light caused by plane parallel plate 

When a PPP is used with collimated light, there is no aberration introduced. 

However, in a SCOTS test, as shown in Figure 3.10, the beamsplitter is used with 

converging light where astigmatism, coma, and spherical aberrations arise. The 

reason for the aberrations is that in the converging beam, rays with large incident 

angle will be displaced more than small angles. Therefore, test optics with larger 
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numerical aperture (NA) will be more vulnerable to this effect. One way to 

minimize this effect is to use pellicle beamsplitter which only has 2-μm thickness 

instead of common plate beamsplitter which is about 5-mm thick. And it is 

implemented in the test of the secondary mirror of Large Binocular Telescope 

which will be discussed in Sec. 3.4. 

 

Figure 3.10 Aberrations occur in SCOTS since the beamsplitter is used with converging lights.  

Secondly, the effect of base shape deviation of the beamsplitter from ideal flat 

also needs to be considered, especially for a pellicle beamsplitter. Due to the 

extremely thin thickness, the base shape of pellicle beamsplitter can be easily 

distorted by the mounting frame and air turbulence in the environment. One of 

the possible distortions is a quadratic shape bending, it would introduce extra 

power in focusing the coming lights. 

Finally, the thickness of the beamsplitter varies due to wedge and some other 

surface imperfections, which would also introduce error in the measured surface 
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map. The thickness variation of the beamsplitter can be measured in

transmission with a Fizeau interferometer by comparing measurement results 

with and without the beamsplitter in the light path. 

 

Figure 3.11 Experiment setup to check thickness uniformity of a pellicle beamsplitter 

3.4 On-axis SCOTS for the secondary mirror of Large Binocular Telescope 

Large Binocular Telescope Observatory (LBTO) noticed varying astigmatism 

(~10um RMS) in one of its secondary mirrors with change of mirror elevation. 

The secondary mirror is an f/1.1 deformable ellipsoid with 910 mm diameter and 

231 μm aspheric departures. To help the observatory investigate this problem 

without requiring additional geometry measurement instrument such as laser 

tracker, I designed and constructed an on-axis SCOTS system for the observatory. 

The test aligned the camera and screen on the optical axis of the test mirror with 

the help of a 6-inch pellicle beam splitter. The SCOTS was constructed on a 16 

inch by 16 inch breadboard as shown in Figure 3.12.  The whole system was very 
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compact and flexible to be used at multiple gravity angles. Details about the 

system components are listed in Table 3.1. 

 

 

Figure 3.12 (a) Geometry layout of the test configuration and (b) Experiment setup 
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Table 3.1. Specification of SCOTS components for LBT secondary 
 Brand Specs 
LCD Display MIMO-UM-710S Resolution:800*480, pixel pitch 0.1905 mm 

CCD Point Grey FL2-08S2M-C, 1/3”, pixel pitch 4.65μm 
Camera lens Marshall Electronics V-PL60CS, f/1.8, focal length: 6 mm 
Camera stop National Aperture 1 mm round aperture(1-1000) 
Beamsplitter Edmund Optics 6 inch, pellicle, 50R/50T 

   

3.4.1 Estimated beamsplitter effect 

To simulate the effect of constant thickness of the beamsplitter, 2 μm thickness 

was added to the beamsplitter in LBT secondary SCOTS test Zemax model , the 

ray tracing result showed that it merely generated 3.4 nm RMS wavefront error 

(3 nm astigmatism, 0.4 nm coma and spherical). Therefore, measurement error 

coming from the constant thickness of the beamsplitter can be ignored for this 

test which does not require nm accuracy. 

Simulation was also performed on a curved base shape of the pellicle 

beamsplitter with 1Ώ ( 500nm ) PV surface departure. The results showed it 

would cause 17nm RMS measurement errors (mainly astigmatism). For the 

requirement of LBT secondary SCOTS test, this effect can also be ignored. 

Thickness variation of the beamsplitter was measured using the test setup shown 

in Figure 3.11. The results are given in Figure 3.13. As shown in Figure 3.13(a), 

there are low-order thickness fluctuations (2-4 cycles/aperture) in the 

beamsplitter. Figure 3.13 (b) is the integrated 1-dimensional power spectral 
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density plot (PSD(Ι)) of the difference map (Figure 3.13 (a)).  The RMS value at 

certain spatial frequency can be calculated using Eq.(3.26) [27]. 

 

Figure 3.13 (a) difference map by comparing  measured flat surface with and without 

beamsplitter in the light path.(b) 1-dimensional PSD of (a). 

Based on the PSD analysis, three sinusoidal shape error at 1 cycle/aperture, 

4 cycles/aperture and 10 cycles/aperture with RMS amplitude of 3 nm, 0.5 nm 

and 0.05 nm respectively, were added to the front surface of the beamsplitter in 

the ZEMAX model. The ray trace result showed that the introduced 

measurement error was on the level of 1 nm RMS in the wavefront deformation

and 10-8 rad in wavefront slope deviation, which were also negligible. 
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3.4.2 Alignment procedure 

The on-axis SCOTS design requires a good control of the alignment to make sure 

that all the elements, the test mirror, camera and screen aligned coaxially. For the 

LBT secondary SCOTS test, the alignment was designed to be easily 

implemented in the observatory without using complicated geometry 

measurement instrument, such as a laser tracker. The entire test alignment was 

separated into two steps. The first was the in-lab integration of the SCOTS 

package with pre-alignment of the components.  The second step was the 

alignment between the test mirror and the SCOTS package at the observatory.   

 

Figure 3.14 Illustration of alignment procedure for LBT secondary SCOTS test 
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In the SCOTS system package, an alignment laser was placed on the 

opposite side of the beamsplitter to the camera (Figure 3.14) sending a collimated 

beam to the beamsplitter with half of the light transmitted and half reflected. The 

laser beam served as the reference optical axis for the system. The first step of the 

pre-alignment procedure (Figure 3.14 ) was to align the camera aperture and 

the center of the CCD onto the laser beam. The camera was translated so that the 

laser beam with diameter of approximately 1mm was able to go through the 

external aperture of the camera, which was also 1mm in diameter. Subsequently, 

by tilting the camera and monitoring the centroid of the laser beam incident on 

the CCD, the laser beam was positioned in the center of the camera sensor, 

within ~0.1 pixel accuracy. The second step of the pre-alignment (Figure 3.14 ) 

was aligning the LCD screen to be perpendicular to the laser beam by adjusting 

its tip-tilt so that the laser beam reflected by the screen went back through the 

aperture of the alignment laser. The position where the laser beam was incident 

on the LCD screen was recorded for the second alignment step. With these pre-

alignment steps, the SCOTS package was sent to the observatory. 
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Figure 3.15 . (a) A bright cross on the screen was lit up to illuminate the mirror. (b) Reflected 

image of the cross captured by SCOTS camera  

Before the test, the SCOTS package was aligned with the secondary mirror 

(Figure 3.14 ) so that (1) the mirror is centered on the CCD and (2) the mirror is 

perpendicular to the SCOTS system axis. The mirror centering was controlled to 

approximately 0.2 mm accuracy by fitting a circle to the image of the mirror 

boundary (the image was taken with room light, the center of the circle could be 

calculated with sub pixel accuracy on the CCD). The major challenge in aligning 

the secondary mirror normal to the optical axis was due to its central obscuration, 

which prevented us from using the alignment laser for this task. Instead we used 

a bright cross (see Figure 3.15(a)) produced by the LCD screen at the previously 

recorded center position. By adjusting the mirror tip-tilt until the mirror and the 

bright cross image were centered on the CCD (as shown in Figure 3.15 (b)) the 

mirror was aligned with its vertex perpendicular to the optical axis. Considering 

the limitation of the mechanical mounting of the mirror and the width of the 
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reflected cross we estimated that the mirror tilt was aligned within 0.1 degree 

accuracy. 

It is worth mentioning that the coaxial alignment of camera, LCD screen and 

test mirror also made the camera view of the secondary mirror free from 

perspective distortion which many SCOTS systems struggled with and had to 

calibrate out by putting customized fiducial targets on test mirrors. 

3.4.3 Measurement results 

The performance of the low-order aberration measurement of this SCOTS was 

first verified with the secondary mirror pointing straight down as shown in 

Figure 3.16 (a). At this position, SCOTS measured approximately 0.2 μm (RMS) 

astigmatism. This 0.2 μm (RMS) might be the combination effect from alignment 

uncertainty, systematic error in SCOTS, and a small amount of inherent errors in 

the secondary mirror. 
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Figure 3.16 . SCOTS test of the secondary mirror at (a) zenith position and (b) 30-degree elevation 

position 

After the initial measurement, a series of controlled aberration, 1μm 

astigmatism (RMS), 1μm coma (RMS) and 1 μm trefoil (RMS) wavefront errors 

were intentionally added using the deformable secondary mirror.  SCOTS 

accurately measured these aberrations with sub-μm accuracy. The wavefront 

maps shown in Figure 3.17 are the commanded wavefronts, measured 

wavefronts and the differences. 
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Figure 3.17 SCOTS measurement results with controlled aberration in secondary mirror. Unit: μm.  

(a),(d) and (g) are commanded wavefront aberrations which are 1 μm RMS astigmatism, 1 μm 

RMS coma and 1 μm RMS trefoil, respectively. (b),(e)and (h) are SCOTS measured wavefront 

aberrations. (c),(f) and (i) are the differences between commanded and measured wavefront 

aberrations. 
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After the verification tests with the secondary mirror pointing straight down, the 

observatory used this SCOTS system at 30-deg elevation to test the elevation 

dependency of the astigmatism. Figure 3.16(b) shows the test configuration at 30-

deg elevation (i.e. optical axis at 60-deg from vertical). Moving the mirror to 30-

deg elevation introduced a large amount of astigmatism, the value of which is a 

function of the path followed (hysteresis). SCOTS measurement showed that 

reaching 30-deg elevation from vertical position caused ~ 6.2 μm RMS 

astigmatism but only ~3.7 μm RMS astigmatism when the position was reached 

from horizon pointing (i.e. optical axis horizontal). This test result confirmed 

previous measurements taken with the unit installed at the telescope, including 

the hysteretic behavior of the introduced aberration.  

Several other SCOTS measurements were also done after modifying the 

secondary mirror hardware configuration in an attempt to determine the causes 

of this aberration. Although no direct cause was found, the measurements 

eliminated several potential causes. It also helped the observatory to design a 

series of tests to further investigate the source of the astigmatism. 
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4 DISPLAY AND CAMERA CALIBRATION FOR HIGH 

ACCURACY SURFACE MEASUREMENT 

In this chapter, the performance of the other two important test components, 

display and camera are analyzed thoroughly. Sec. 4.1 mainly discusses the 

performance and calibration of SCOTS display. Sec. 4.2 focuses on the camera 

calibration including distortion mapping correction using vision rays and 

simulation of aberration effect. A test system for measuring the primary mirror 

of Daniel K. Inouye Solar Telescope [28] implementing the comprehensive 

calibrations discussed in this chapter is presented in Sec 4.3.  

4.1 Calibration of SCOTS display 

The calibrations of SCOTS display discussed in this section include three major 

aspects: the thickness of display cover glass, intensity nonlinearity and bending 

of display shape. 

4.1.1 Display cover glass 

SCOTS uses a commercial LCD to generate fringe pattern where the LED light 

source is located behind several layers of cover material with certain thickness t. 
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Refraction occurs at the screen and air interface and causes a shift of illumination 

screen pixel position. 

 

Figure 4.1. Illumination pixel position shift due to the cover glass. 

The amount of shift ̇x can be derived by Snell’s law 

 1 sintan tan sinx t
n

 (4.1) 

   
From the equation above, the shift ̇x is dependent on the thickness of the 

cover glass (t), refractive index (n) and illumination angle (΅). The thickness (t) 

and refractive index (n) are the intrinsic parameters of an LCD display which are 

determined by its manufacture. Thick glass and high refractive index cause large 

shift and therefore increase the measurement uncertainty. The illumination angle 

(΅) varies for different test configurations depending on the test optics. For most 

SCOTS tests, the camera and the screen are configured near the center of 

curvature (CoC) of the test optics forming a stigmatic pair to have loose 

sensitivity on camera mapping; and in this scenario, the maximum illumination 
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angle (΅) is approximately equal to the numerical aperture (N.A.) of the test 

optics. Therefore, testing of fast optics has larger screen pixel shift ̇x than testing 

slow optics. 

4.1.1.1 Measuring and compensating the thickness of cover glass 

In some test cases, the cover glass introduced measurement error can be partly 

cancelled out during a reference calibration (Chapter 5). In other test cases when 

calibration with a reference surface is not available, the thickness of the cover 

glass needs to be measured and compensated in the measurement data as well as 

in the ideal ZEMAX ray trace model. Figure below shows an example of using an 

optical CMM to measure the thickness of the cover glass. 

  

Figure 4.2 Schematic and experimental setup for measuring display thickness 

In the measurement, several screen pixels are lit up through control software. 

By moving the probe, the objective on the optical CMM firstly focuses on the 
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front surface of the LCD and subsequently on the luminous pixel. The move 

distance (̇d) is recorded by the CMM. Assuming an averaged refractive index 

(n), the thickness (t) of the cover glass can be estimated as 

 t d n  (4.2) 

   
Objective with large NA is recommended to be used in optical probe since its 

small depth of field gives better visual focusing justification. Usually more than 

one point is measured and the averaged result is used to give a best estimation of 

the display thickness.  

The thickness of commercial displays varies depending on the manufacturing 

technique. It can range from 0.5 mm~ 2 mm. The one that is used for SCOTS test 

of primary mirror (M1) of Daniel K. Inouye Solar Telescope (DKIST) is a Dell 30” 

LCD display with model number U3014, the measured thickness of the cover 

glass is 0.675 mm assuming an averaged refractive index of 1.5. 

To compensate the effect of display cover glass, in the “virtual null” Zemax 

ray tracing model, the display plane is no longer modelled as a single plane but a 

slab with measured thickness and refractive index so that ideal ray tracing can 

take refraction at display and air interface into account. 

To evaluate final surface measurement error caused by the cover glass, we 

took DKIST M1 as the example (detailed test descriptions are provided in the last 
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section of this chapter). The mirror diameter is 4.2 meter and the testing distance 

from SCOTS to the mirror is ~ 17 meter, so angle ΅ in Eq. (4.1) is in the range of [-

70, 70]. Using Eq. (4.1), cover glass with 0.675 mm thickness and an averaged 

refractive index n = 1.5 would cause maximum 27.8 μm lateral illumination 

pixel shift, which corresponds to 0.8 μrad PV surface slope error. The 

simulated final surface measurement error is ~ 250 nm RMS and is plotted in 

Figure 4.3. The dominated error is Zernike power term (Z4). 

 

Figure 4.3 Simulated SCOTS measurement error of DKIST M1 due to display cover glass. The 

simulation is done by comparing test model in Zemax with and without a layer of glass in front 

of the display. 

4.1.2 Display nonlinearity 

The luminance of commercial LCD displays used in SCOTS tests is usually 

nonlinear for better human visual perception that has greater sensitivity to 
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relative differences between darker tones than between lighter ones. However, 

camera responses differently to the luminance as human eyes; the intensity 

sinusoidal fringe generated by the display is not real sinusoidal seen by the 

camera if the nonlinear effect is not addressed. Similar to fringe projection, 

display nonlinearity mainly leads to fringe print-through artifact in SCOTS 

measured surface map.  

4.1.2.1 Calibration of display nonlinearity 

There are different ways to correct the nonlinear effect of the display. Measuring 

the gray-scale curve and building a look up table is one of the mostly used 

methods [29]. We applied this method in calibrating the nonlinear effect of 

display in SCOTS measurement. Example below shows the nonlinearity 

calibration of the display for DKIST M1 SCOTS test. 

In the calibration, the display was set up to display grey scale with constant 

step from minimum to maximum. A camera was used to capture the intensity 

image and the averaged intensity of a 10*10 pixel center area of the camera is 

recorded as the measured grey scale. The measured gray-scale curve was fitted 

using up to fifth-order polynomials, as shown in Figure 4.4. An inverse function 

(look-up table) was then built, as shown in Figure 4.5. Figure 4.6 is the measured 

camera response after correction of display nonlinearity. 
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Figure 4.4  Measured gray-scale and the fitted curve before display linearity compensation 

 

Figure 4.5 Look up table based on the inverse function of the fitted curve in Figure 4.4 
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Figure 4.6 Measured gray scale and the fitted linear curve after LCD nonlinearity compensation 

4.1.2.2 SCOTS measurement with calibrated linear display  

Figure 4.7 (a) and (b) are SCOTS measured surface map of DKIST M1 during 

polishing stage before and after display nonlinearity compensation. The fringe 

print-through effect in the surface map is greatly reduced after display 

nonlinearity compensation. The print-through artifact can be further reduced by 

using more shifting steps or increasing the fringe density [30,31], and the result is 

given in Figure 4.7 (c). 
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Figure 4.7(a) Measured surface map of DKIST M1 during polishing stage using 4 step phase 

shifting without display nonlinearity compensation (b) Measured surface map using 4 step phase 

shifting with display nonlinearity compensation (c) Measured surface map by using 16 step 

phase shifting with display nonlinearity compensation. 

Literature [32] shows that the nonlinearity of LCD display is even more 

complicated as it is viewing-angle dependent, and the angular dependency of the 

nonlinearity is much more obvious when there is a large viewing angle change 

(for example, from 00 ~ 600). This can be a difficult problem for multi-camera 

system where the cameras are mounted with large angular separation, since it is 
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impossible to calibrate the display to be linear in all the viewing directions. One 

way to solve this problem is to use medical clinical displays which are designed 

to have great uniformity across the display. 

4.1.3 Display shape deformation 

Most SCOTS tests using phase-shifting technique and in the data processing the 

display surface is assumed to be perfectly flat with even pixel spacing so that we 

can convert the unwrapped phase value of each mirror pixel to the luminous 

display pixel position by applying a scale factor, where 

 
2

2

x
measured x

y
measured y

x T

y T
 (4.3) 

   
 measuredx  and  measuredy  are measured luminous pixel positions;  Tx and Ty are 

displayed fringe periods in x and y direction which are determined by the fringe 

density (pixels/period) and the display pixel pitch (mm);  Πx and Πy are 

unwrapped phase values.  

However, in real situation, the shape of the LCD display is highly possible to 

be distorted or bent due to the fabrication uncertainty, mechanical mount, 

gravity, and etc. Shape deformation of the display changes the luminous pixel 

positions in x, y and z directions, which means the pixel spacing between two 

individual pixels (and thus fringe period Tx  and Ty) is no longer a constant value 
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but varying with the local surface shape of the display. We cannot simply use a 

constant scale factor (Tx and Ty) to convert phase value into luminous pixel 

position from unwrapped phase map as described in Eq.(4.3). Otherwise, 

systematic error could be introduced in the measurement. The shape 

deformation is much more severe especially when a relatively large display is 

used in the test. 

4.1.3.1 Measuring display shape deformation  

To compensate the measurement error introduced by display shape deformation, 

we propose to calibrate display pixel position in 3D (x, y and z direction) so that 

we can take care of the varying pixel pitch (e.g. pixel lateral position x and y) in 

the measurement data and compensate the shape (e.g. pixel axial position z) in 

the ideal ZEMAX ray trace model as well. 

To correctly measure and model the display shape, we need to measure the 

actual shape of the display in its final mounting frame and at the same 

orientation as it is in the test. For the test configurations where the SCOTS 

display needs to be facing up, PSM connected optical CMM (shown in Figure 4.2) 

can be used for the calibration. However, for applications where the SCOTS 

display needs to be facing down, like the one for DKIST M1 (mirror sits on the 

polishing table and is facing up), an upside down optical CMM is needed to 

measure the display shape deformation. Figure 4.8 and Figure 4.9 shows the 
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constructed calibration setup for calibrating the display shape deformation for 

SCOTS test of DKIST M1 using PSM and a laser tracker. The PSM was mounted 

on a xyz translation stage, and the focus point of the PSM was first calibrated and 

registered to 3 SMRs on the PSM as shown in Figure 4.8 using laser tracker. This 

process was referred as PSM pre-calibration. After the PSM pre-calibration, the 

PSM was then translated to focus on several display pixels. At each focus 

position, the SMRs on the PSM were measured by the laser tracker; and the 

display pixel positions (x, y, z) were calculated using the PSM pre-calibration 

information. Finally, all the calibrated display pixel positions were registered to 

the 4 reference SMRs on the display frame with the laser tracker. Once in the real 

test, by measuring the 4 reference SMRs on the display frame, the screen shape 

and all the pixel positions in test geometry can be retrieved using the calibration 

information. 
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Figure 4.8. Setup for registering PSM focus position to three SMRs on the PSM. 

 

Figure 4.9. Setup to measure display shape deformation and register its pixel position to the 

reference SMRs for DKIST primary SCOTS test system. 

For the display used in DKIST M1 SCOTS test, 20 pixels sampled in a display 

area ~400 mm * 640 mm were measured. At each pixel position, the measurement 

was performed 4 times and the averaged result was used to reduce measurement 

noise. The display surface (x, y, z) was estimated by fitting the measured 20 pixel 

positions using 2D Chebyshev polynomials [33] up to quadratic term with fitting 

residual around 5 μm RMS. Higher order surface shape fitting was not used to 

avoid introducing artificial high-order errors. Figure 4.10 shows the fitted 
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display shape of SCOTS system for DKIST M1. The display is cylindrically 

curved along the short dimension of the display with ~0.8 mm PV departure 

from an ideal flat plane which corresponding to a radius of curvature ~25 meter. 

Measurement also shows that the display bends towards gravity which indicates 

gravity might be a major cause of display shape deformation. 

 

Figure 4.10 Fitted display shape in the final mounting frame of DKIST M1 SCOTS. 

If the shape deformation of the display (assuming the display is curved along 

one direction with radius of curvature ~25 meter based on the measurement 

result in Figure 4.10) is not compensated in the measurement model, it would 

create 275 nm RMS surface measurement error in DKIST M1. The simulated error 

map is plotted in Figure 4.11. The dominated error is Zernike power term (Z4), 

which is ~260 nm RMS; but it also includes a small amount of astigmatism (~20 

nm RMS), coma ( ~70 nm RMS) , spherical (~29 nm RMS) and ~37 nm RMS high-

order surface error after removing up to Zernike 11 (spherical) term.  
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Figure 4.11  Simulated SCOTS measurement error of DKIST M1 due to display shape 

deformation 

4.1.3.2 Display shape measurement uncertainty 

The accuracy of the method described in Sec 4.1.3.1 measuring the shape 

deformation of the display is limited by the accuracy of the laser tracker, stability 

of the setup and the sampling points on the display. Without putting great effort 

to re-design and build the calibration setup, increasing the sampling points gives 

much more fidelity on the fitting result. To evaluate the calibration uncertainty of 

the example in Sec. 4.1.3.1 (display for DKIST M1 SCOTS), 10 out of the 

measured 20 pixel points of were selected to repeat the fitting and compared 

with the result using total 20 points. The comparison shows that there was about 

2 μm RMS uncertainty. For testing of DKIST M1, the difference would cause 10-8 

rad RMS slope uncertainty in the measurement as shown in Figure 4.12; and 16 
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nm RMS in surface map, which is dominated by low-order surface shape 

(astigmatism) as shown in Figure 4.13 (a). After removing up to Zernike 11 term, 

the uncertainty in surface map is only 3 nm RMS, as shown in Figure 4.13 (b), 

which is well within the metrology uncertainty budget. 

 

Figure 4.12.Estimated slope error due to display shape fitting uncertainty 

 

Figure 4.13. Integrated surface map of slope uncertainty in Figure 4.12 
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4.1.3.3 Compensate display shape deformation in the measurement 

Shape deformation characteristic is localized on the display, to apply the 

calibration information in the real measurement; we need to know the absolute 

luminous pixel index and its position of each mirror pixel. However, usually the 

unwrapped phase map from phase shifting method only gives relative luminous 

pixel position ( measuredx and measuredy in Eq.(4.3)) of each mirror pixel, to get absolute 

luminous pixel index without sacrificing test speed, the phase shifting and line 

scanning methods can be combined together: after collecting phase shifted fringe 

images, we spatially scan straight lines on the display in both x and y direction 

over a small region of the test mirror and centroiding the scan images. Having 

the information of scan start pixel, scan step and end pixel, the centroid data 

gives the absolute luminous display pixel indices of each mirror pixel in the 

scanned area. Selecting one mirror pixel in that region to offset the relative 

luminous pixel index calculated by phase shifting method, the absolute luminous 

display pixel index of each mirror pixel in the full aperture can be obtained. Then, 

applying the calibration data of the display pixel positions measured in Sec 

4.1.3.1, spatially varied display pixel pitch is compensated in the measurement 

data ( measuredx and measuredy  ) of each mirror pixel. At the same time, the measured 

display deformation data is also used in Zemax ray trace of the test model so that 

the calculated    ( idealx and idealy  )  also take display shape effect into account. 
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4.2 Calibration of camera mapping  

In SCOTS test, camera mapping calibration refers to the correction of non-

uniform sampling in camera-captured images due to inherent distortion such as 

radial distortion, which will be discussed in Sec 4.2.1, and extrinsic perspective 

projection, which will be discussed in Sec 4.2.2. 

4.2.1 Camera distortion 

Almost all camera lenses have distortions. Distortion is magnification error 

varying with image height which maps straight lines in the objects to be curved 

lines in the camera image. Brown’s model [34,35] is a common model describing 

camera distortion in computer vision which includes radial distortion and 

decentering distortion and thin prism distortion. Due to camera distortion, the 

image coordinate is shifted from its ideal position so that 

 d

d

x x x
y y y

 (4.4) 

   
where dx  and dy are distorted point coordinates, x  and y are undistorted point 

coordinates, x  and y  are the amount coordinate shifts due to lens distortion.  

For radial distortion, it is defined as 
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y y k r k r k r
 (4.5) 
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where 1k , 2k , 3k are the radial distortion coefficients and 2 2 2r x y . Figure 4.14 

shows the effect of camera radial distortion. 

 

Figure 4.14 Effect of camera radial distortion 1k  (a) 1k  is positive (b) 1k  is negative.  

Decentering distortion arises when the center of the lens element are not 

aligned collinear. It is modelled as 

 
2 2

1 2

2 2
1 2

2 2

2 2

x p xy p r x

y p r y p xy
 (4.6) 

   
where 1p , 2p are coefficients of decentering distortion.  

Thin prism distortion is due to the tilt of lens element or CCD sensor in the 

manufacturing or assembly of the camera. It can be expressed as 

 
2

1
2

2

x s r
y s r

 (4.7) 

   
where 1s , 2s are coefficients of thin prism distortion.  

Letting 1 1 2q s p and 2 2 1q s p , Eq. (4.6) and (4.7) can be reorganized  and 

combined as [36] 
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 (4.8) 

   
The distortion effect in Eq.(4.8) is illustrated in Figure 4.15. The coefficient of 1p

and 2p  generate keystone effect, 1q and 2q cause “bowing” effect. 

 

Figure 4.15 Effect of lens distortion. (a) and (b) show the effect of 1p and 2p  , where 2 0p in (a) 

and  1 0p  in (b). (c) and (d) show the effect of 1q and 2q  , where 2 0q in (c) and 1 0q  in (d). 

Camera distortion causes image-height dependent nonlinear mapping error 

and needs to be corrected accurately. Usually the dominated camera distortion is 

first-order radial distortion, which corresponds to 1k in Eq. (4.5). For the SCOTS 

test of DKIST M1, 0.04 % radial distortion ( 1k ) at the edge of the mirror (r = 2100 
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mm) would cause around 400 nm RMS measurement error, which are mainly 

astigmatism and coma. The Zernike coefficients of the error map are given in 

Table 4.1. 

 

Figure 4.16 Simulated measurement error of DKIST M1 due to camera radial distortion 

( 1 0.04%k )(parent vertex is defined in positive y direction) 

Table 4.1.  Zernike coefficient for 0.04% radial distortion  
(nm) 

Z4 (power) -44 
Z5 (astigmatism) 1 
Z6 (astigmatism) 336 
Z7 (coma) 237 
Z8 (coma) 0 
Z9 (trefoil) 10 
Z10 (trefoil) 0.5 
Z11 (spherical) -25 
  

4.2.2 Perspective projection 

Imaging through the camera, a three-dimensional object is transformed into a 

two-dimensional image on camera sensor. Such mapping is called perspective 
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projection. Perspective projection is a non-linear transformation. In this mapping, 

distance and angles of 3D object is not preserved, parallel lines do not generally 

project to parallel lines, scaling and foreshortening also occurs. An example 

showing the effect of foreshortening is given in Figure 4.17. A camera matrix 

including a rotation matrix and a translation vector, which is also known as 

“view matrix” is used to describe the perspective projection in computer vision. 

Camera perspective projection also needs to be taken care in SCOTS mapping 

process. 

 

Figure 4.17 Effect of foreshortening. The dimension parallel to the optical axis is compressed 

relative to the frontal dimensional. 

4.2.3 Mapping correction  

In SCOTS tests, usually the mapping is corrected using fiducials on the test 

surfaces. Physical locations of the fiducials are measured with a laser tracker and 

the fiducial images are recorded by the SCOTS camera. We used a set of 

orthogonal vector polynomials [37,38] to fit the mapping between laser tracker 
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measured fiducial positions, which represent the local samplings on the test 

mirror, and the camera-captured fiducial positions. The diameter of each fiducial 

was chosen that each fiducial image can fill less than 10 pixels on the camera 

CCD to avoid distortion bias to be introduced into centroiding [39]. The overall 

mapping process can be described in 4 steps: 

1. Obtain  (x,y)  coordinate  of each fiducial from laser tracker measurement; 

2. Obtain (x’,y’) coordinate of each fiducial from centroiding of fiducial 

images; 

3. Fit mapping relation between (x’,y’) and (x,y) using the base function 

(vector polynomials) and get fitting coefficients. 

4. Use fitted coefficients to map raw slope map from (x’,y’) coordinate to (x,y) 

coordinate and resample the map with even spacing . 
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Figure 4.18 Example of fiducials used in testing DKIST M1 (a) fiducial targets on the mirror (b) 

fiducial image captured by SCOTS camera 

For radial distortion 1k , S4 and S11 in vector polynomials can fully describe 

this nonlinear mapping. However, if lens decentering and tilt effect are presented, 

more polynomials are needed to fit the distortion mapping. For a small amount 

of keystone projection, using up-to S11 and T11 polynomial fitting can correct the 

residual mapping error to less than 0.1 pixel RMS. For most of metrology 

applications, the residual is small enough so that the induced error in the final 

surface map is negligible. 

4.2.4 Calibration of mapping using camera 3D ray directions  
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Different from traditional camera distortion calibration in photogrammetry, 

the in-situ camera calibration method mentioned in Sec. 4.2.3 takes only one 

image and calibrates the camera distortion (intrinsic) and perspective (extrinsic) 

at the same time. It avoids the adverse effects from camera instability and 

uncertainty in the estimation of external parameters in the bundle adjustment 

algorithms commonly used in photogrammetry. However, the drawback is that 

camera intrinsic distortion and extrinsic perspective parameters are not separable 

in the fitting coefficients; and the calibration needs to be performed every time if 

the camera pointing or test geometry (mirror orientation, etc.) changes between 

the measurements. Sometimes, more than one mirror orientation is needed in the 

rotation measurements to average out systematic error; doing laser tracker 

measurement of the fiducials (for large telescope mirror like a 8.4 meter diameter 

segment of the GMT primary, more than 50 fiducials are needed) for mapping 

correction at each mirror orientation will be an extremely time consuming task. 

And sometimes, the test optics is too small or contact restricted, putting fiducials 

on these test optics is not applicable. 

To solve the mapping correction in testing smaller optics and avoid repeated 

fiducials measurements for multiple mirror orientations, we measure the ray 

directions [40] of each camera pixel in 3D and use Zemax to trace the rays 

through the test system to find the intersection point on the test optics. Mapping 
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coefficients are then found by fitting the camera pixels and the intersection 

points on the mirror to correct mapping of raw slope maps. 

This method has been implemented in the SCOTS metrology of DKIST M1 

which needs multiple mirror rotation measurements and evaluating a 

transmission lens system [41]. The two tests used different control targets (active 

and passive) for measuring camera ray directions. Sec. 4.2.4.1 and Sec. 4.2.4.2 

describe the methods of using the two kinds of targets, respectively; Sec. 4.2.4.3 

discusses uncertainty in camera ray measurement; Sec. 4.2.4.4 gives a summary 

about measuring camera ray directions and suggestions of selecting targets in 

practical implementation. 

4.2.4.1 Measuring camera ray directions using active target 

To measure the ray direction of each camera pixel, 3D control targets are needed 

in space. The targets can be passive fiducials on the test optics or active self-

illuminous structured light pattern such as LCD display. I have used both targets 

in ray direction measurements according to practical implementation and 

sensitivity requirement. Measuring the ray direction using pre-calibrated 

commercial LCD display (active target) was implemented in evaluating a 

transmission lens system [41] with system uncertainty analysis. In this section, I 

will describe the measurement procedure. 
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Figure 4.19. Layout of measuring ray direction of each camera pixel using LCD display 

Before the measurement, positions of several display pixels and camera 

aperture were pre-calibrated and registered to several SMRs using the method 

described in Sec 3.1. After the pre-calibration, the LCD display was placed in 

front of the camera displaying intensity modulated sinusoidal fringes as 

illustrated in Figure 4.19. Camera captured the phase-shifted fringe images, and 

the corresponding display pixel of each camera pixel was calculated from the 

unwrapped phase map ,x y . By measuring the reference SMRs on the camera 

and display using laser tracker, camera aperture and display pixel position in the 

measurement setup can be obtained by coordinate transform of pre-calibration 

data. Under pinhole camera model, knowing camera aperture 

camera camera camera, , zx y  and each camera pixel associated display pixel position

target target target, , zx y , the ray direction of each camera pixel (l,m,n) can then be 
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represented by a unit vector starting from the aperture of the camera to its 

associated display pixel position, as shown in Eq.(4.9). 

 
target camera

target camera2 2 2

target camera target camera target camera cameratarget

1
x xl

m y y
x x y y z zn zz

 (4.9) 

   
4.2.4.2 Measuring camera ray directions using passive target 

For some of the tests, the camera ray direction can be measured in-situ using 

passive target (e.g. fiducials) on the test optics. Camera captures fiducials image 

and the fiducial positions are measured by a laser tracker. After projecting the 

measured SMRs position on to the mirror surface, the camera ray direction can 

be calculated using Eq.(4.9). Passive targets are usually used in measuring large 

astronomy telescope mirrors which requires a large field of view. 
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Figure 4.20 Layout of measuring camera ray direction using fiducial targets. (a) Camera takes the 

image of the fiducials and (b) laser tracker measures the physical locations of the fiducials. 

4.2.4.3 Uncertainty in ray direction measurement 

Using the above measurement procedure and camera ray model, the ray 

direction of each camera pixel is defined by two points which is the camera 

aperture and camera pixel associated target position; uncertainty or bias in 

measuring either of the two points would introduce error in the measured ray 

angle. For example, a bias in measuring camera aperture lateral position will tilt 

the entire camera ray bundle. When those tilted rays are traced through the test 

system, the intersection points on the test optics for mapping correction will be 

shifted, as shown in Figure 4.21 (a). Scaling error may occur when the pixel pitch 

of the LCD display used as active target for measuring camera ray directions is 
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not correctly calibrated. Those rays also give wrong intersection points on the 

test optics, as shown in Figure 4.21 (b).  

 

Figure 4.21. Biased ray direction (green dashed) causes error in calculating intersection points on 

the test mirror. (a) Shift of ray directions (b) Scaling error in ray directions 

For SCOTS test of DKIST M1, ~10 μrad tilt of camera ray direction would 

cause ~0.2 mm systematic lateral shift of the intersection points on the mirror for 

mapping correction. For mapping error with 0.2 mm constant lateral shift in x 

( 0.2ir  mm) and y direction ( 0.2 jr  mm), the surface measurement errors 

are given in Figure 4.22 and Figure 4.23.  
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Figure 4.22   (a) Vector plot of mapping error 0.2ir  mm (b) Surface measurement error of 

DKIST M1 (parent vertex is defined in positive y direction). 

 

Figure 4.23   (a) Vector plot of mapping error 0.2 jr  mm (b) Surface measurement error of 

DKIST M1 (parent vertex is defined in positive y direction). 
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4.2.4.4 Summary of ray directions measurement 

In the calculation of finding intersection points on the mirror for mapping 

correction using calibrated camera ray directions, the ray-tracing starts from 

camera aperture, and a ray is traced through the system following its direction 

until it hits the test optics. Since the measured camera ray directions are unit 

vectors, if there is an error in the measured camera ray directions, the longer the 

distance a ray needs to travel before hitting the test optics, the larger the error it 

would be in the traced intersection point on the test optics. Error in the 

intersection points lead to incorrect mapping relation which will propagate to the 

final surface map. Figure 4.24 shows the distance sensitivity of using camera rays 

to correct mapping in SCOTS tests. 

Table 4.2.  Zernike coefficient (nm) for 0.2 mm shift in 
mapping 

 0.2 ir  0.2 jr  
Z4 (power) 0 215 
Z5 (astigmatism) 160 0 
Z6 (astigmatism) 0 -145 
Z7 (coma) 0 -15 
Z8 (coma) -22 0 
Z9 (trefoil) 0 -3 
Z10 (trefoil) -3 0 
Z11 (spherical) 0 0 
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Figure 4.24  Biased ray direction (green dashed) generates larger error in finding the intersection 

points on the test mirror for mapping correction when the testing distance gets longer. 

Therefore, a large distance separation between the camera and the control 

target is recommended in practical measurement to minimize position 

measurement uncertainty introduced error in determining ray direction of each 

camera pixel. 

For the selection of target type (passive or active) in camera ray direction 

calibration, it really depends on sensitivity, accuracy requirement, practical 

implementation, and etc. Passive pattern gives less mapping resolution (the 

measured camera ray directions are limited by the number of targets that used). 

Interpolation or extrapolation is also needed if denser camera pixel ray directions 

are desired. A uniform illumination is required if centroiding is used to detect 

target positions in the image. Passive targets are usually used when a large 
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camera field of view (such as 4.2 meter diameter DKIST M1) needs to be covered. 

On the other hand, active self-illuminous structured light pattern such as gray 

code pattern and scanning lines generated by LCD display give higher 

measurement resolution. It can measure the ray angle of every camera pixel and 

thus provide a dense sampling in mapping correction. Phase-shifted sinusoidal 

pattern can provide even better signal to noise ratio to be much more time 

efficient. However, a stitching processing might be required if you want to have 

a large measurement distance to maintain low measurement uncertainty but do 

not have a large enough LCD display.  

4.2.5 Effect of camera lens aberration 

The image quality of the camera lens plays an important role in the measurement. 

Aberrations in camera lens degrade the fringe images and affect the phase 

retrieval in the data processing.  Image simulation tool in optical design software 

is capable of simulating some of the aberration effects. However, it runs into 

problem when a large camera field of view is required which needs a dense 

sampling of field dependent point spread function (PSF) to get accurate 

simulation results. A Matlab [42] simulation tool has been developed to study the 

camera lens aberration effect in SCOTS test. The program is optimized in 

computational speed to be able to simulate a large camera field of view without 

scarifying accuracy.  
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The imaging system (camera) in SCOTS is an incoherent imaging system. For 

a diffraction limited incoherent imaging system [43,44], 

 2ˆ ˆ ˆ ˆ(u, v) ( , v) (u, v)i gI h u I  (4.10) 

   

 
22 1( , v) ( , )u vh u H f f  (4.11) 

   

 ( , ) ( z , z )u v xp u xp vH f f P f f  (4.12) 

   
ˆ ˆ(u, v)gI  is the ideal geometric irradiance image; denotes convolution; 2( , v)h u  

is point spread function (PSF); ( , )u vH f f  is known as the optical transfer function 

(OTF); and ( z , z )xp u xp vP f f  is the pupil function. 

For a diffraction-limited incoherent imaging system, the pupil function is 

defined by the shape of the pupil. For a circular pupil, the pupil function is  

 
2 2

( , )
xp

x yP x y circ
r

 (4.13) 

   
When aberration is taken into account, an additional phase term is then added to 

the pupil function, and the pupil function is written as 

 
2 2

ˆ ˆ ˆ ˆ(u , v ; , ) exp u , v ; ,o o o o
xp xp xp

x y x yP x y circ jkW
r r r

 (4.14) 

   
 W denotes the wavefront aberration which is typically described in terms of 

Seidel sums or Zernike expansion. 
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Comparing Eq. (4.13) and Eq. (4.14), the pupil function of aberrated imaging 

system is dependent on the imaging position coordinate ˆ ˆ(u , v )o o , which means the 

system is space variant and PSF for every position in the image is required to get 

its aberrated image. Space-variant incoherent imaging cannot be described by a 

single convolution in Eq. (4.10). Instead, superposition integral is needed 

(Eq.(4.15)) to get aberrated images. 

 
2ˆ ˆ ˆ ˆ(u , v ) ( , v) (u , v ; , v)i o o g o oI I u h u dudv  (4.15) 

   

 

Figure 4.25. Simulation flowchart of camera aberration effect in SCOTS measurement 

Figure 4.25.  gives the flowchart of the simulation process:  

1. Generate ideal spot distribution on the display using Zeamx ray tracing. 
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2. Generate camera captured ideal phase shifted fringe images ( ( , v)gI u ) from 

the ideal spot distribution got from step 1. 

3.  Define camera parameters, such as f/#, aberration coefficients (which can 

be from a real lens model), calculate PSF ( 2ˆ ˆ(u , v ; , v)o oh u ) for different 

fields. 

4. Generate aberrated fringe images using Eq.(4.15)  

5. Calculate spot distribution on the display from aberrated fringe images 

and compare with ideal spot distribution generated in step 1. 

6. Convert the difference of spot distribution in step 5 to slope difference. 

7. Integrate the slope difference to get surface error. 

4.2.5.1 Simulation case study 

Two test cases were evaluated using the developed simulation tool. One was a 

spherical mirror SCOTS test, the other one was an off-axis ellipsoid mirror 

SCOTS test. Three major camera aberrations coma (W131), astigmatism (W222) and 

spherical (W040) were investigated in the simulation. 

Case 1: Spherical mirror. Table 4.3 gives the simulation parameters. The 

radius of curvature of the mirror was the same as the parent radius of curvature 

of the fast-steering secondary mirror (FSM) of Giant Magellan Telescope (GMT). 

The distance between mirror and camera was set equal to the distance between 

mirror and display, which was 4400 mm. 
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Table 4.3. Simulation parameters of a spherical mirror 
Mirror diameter 435.6 mm 
Radius of curvature 4166.747 mm 
Distance from mirror to display 4400 mm 
Camera f/# 10 
Camera field of view 60 

  
Figure 4.26 is the plot of simulated slope errors (RMS) due to the camera 

aberrations. The aberration coefficients are normalized Seidel coefficients. From 

the figure, we notice that test is much more sensitive to coma, the odd aberration, 

than astigmatism and spherical. This is because the point spread function of 

coma is non-symmetric and thus biases the ideal fringe images heavily and non-

uniformly in radial direction. For W222 and W040, slope errors introduced by these 

two even camera lens aberrations are at sub-μrad level, which is usually the 

noise level of the test. 

 

Figure 4.26. Simulated slope errors of testing spherical mirror due to camera aberrations. 
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Once we integrated the slope error caused by coma in camera lens (blue line in 

Figure 4.26 ), the shape of the surface error was mainly in Zernike power. Figure 

4.27 is the plot of integrated surface error (RMS value) as a function of 131W . As 

shown in Figure 4.27, error increased linearly as coma ( 131W ) in camera lens 

increased.  

 

Figure 4.27. Surface error of testing spherical mirror due to coma (W131) in camera lens 

Case 2: off-axis ellipsoid mirror.  Table 4.4 gives the simulation parameters. 

The mirror parameters were the same as the off-axis segment of the FSMP of 

GMT but the mirror size (diameter) is only 40% of the actual segment. 
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Table 4.4. Simulation parameters of an off-axis ellipsoid mirror 
Mirror diameter 435.6 mm 
Radius of curvature 4166.747 mm 
Conic constant -0.7154 
Off-axis distance 1088.92 mm 
Distance from mirror to display 4400 mm 
Camera f/# 10 
Camera field of view 60 

  

 

Figure 4.28. Simulated slope errors of testing off-axis ellipsoid mirror due to camera aberrations  

0 0.1 0.2 0.3 0.4 0.5
0

2

4

6

8

Aberration coefficient ( )

sl
op

e 
er

ro
r (

ra
d)

W131
W222
W040



104 
 

 

Figure 4.29. Surface error of testing off-axis ellipsoid mirror due to coma (W131) in camera lens 

Figure 4.28 and Figure 4.29 summarize the simulation results. Coma in 

camera lens was still the main error source. The natural surface property of this 

off-axis ellipsoid mirror made the error in surface shape not limited to Zernike 

power (Z4), but also astigmatism (Z6) and coma (Z7). 

The above simulations assumed mapping-error-free fringe images. However, 

camera lens aberration can also introduces bias in camera ray direction 

measurement and fiducial centroiding process which can cause error in 

distortion mapping process. Therefore, in practical measurement, camera 

aberration effect might be more complicated since the induced measurement 
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errors can come from the combination effect of biased raw phase map and biased 

mapping correction. 

Unfortunately, aberration-free image is generally not recoverable from 

degraded image through image post-processing. Therefore, to avoid aberration 

effect, the SCOTS camera lens should be designed with diffraction-limited 

performance, whose modulation transfer function (MTF) limits the system 

instrument transfer function (ITF) [45]. 

4.2.6 Example of camera lens designed for DKIST M1 SCOTS  

Figure 4.30 is the camera lens designed for SCOTS test of DKIST M1. It is a 

single doublet with a physical stop in front of the lens. Besides owning the 

advantage of physically measurable aperture position, this landscape lens design 

also help to eliminate pupil aberration [46] in the imaging system. Based on the 

field of view of the test (±70) and CCD format (2/3”), the focal length of the 

imaging lens is selected as 22.5 mm from commercial available off the shelf lens. 

The diameter of the stop is chosen as 2 mm so that the system can still have 70% 

modulation at 0.043cyc/mm on the test mirror. The lens also has diffraction-

limited performance over 110% of required FOV (2 meter) as shown in Figure 

4.31 and Figure 4.32. 
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Figure 4.30. Landscape camera lens designed for DKIST M1 SCOTS  

 

Figure 4.31. Spot diagram of the camera lens designed for DKIST M1 SCOTS  
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Figure 4.32. MTF of the camera lens designed for DKIST M1 SCOTS  

4.3 Measurement of DKIST M1 

Many sections of this chapter have already mentioned the SCOTS test of DKIST 

M1, either using it as an example for describing calibration setup and procedures 

or for discussion of calibration uncertainty, which is being fabricated at the time 

of writing this dissertation in the optical shop in University of Arizona. In this 

section, I give a summary of the SCOTS system and show some test results by 

carefully applying calibrations mentioned in this chapter. During the writing of 

this dissertation, the SCOTS system is being used as the primary metrology tool 

to provide feedback of the polishing process while interferometry test is being 

prepared. 
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Figure 4.33. A photograph of the primary mirror of DKIST in Optical Shop in U of A. The 

primary mirror of DKIST is an off-axis parabola whose parent sphere has a radius of curvature of 

16 meter. The mirror is 4.2 meter in diameter with more than 9 mm peak-to-valley aspheric 

departure. 

4.3.1 Test geometry and system configuration 

The test distance between SCOTS system and the mirror was 17.1 meter. Having 

the capability of 360 degree rotation of the polishing table, a rotation test of the 

mirror was designed. Measurements at different mirror orientations were 

averaged to help to reduce non-radial symmetric systematic error. The surface 

normal of local mirror center was tilted 0.2 degree about y direction (parent 

vertex is pointing to -x direction) to compensate lateral shift of the illumination 

area on the display for different mirror orientations.  
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Figure 4.34. Geometrical layout of SCOTS test for DKIST M1 

For a self-verification test, dual-camera setup was employed in the system. 

The two cameras were designed to be mounted at the same side of the display 

with ~100 mm lateral separation. By using two cameras, the system required 

slightly larger LCD display area as shown in Figure 4.35. A Dell 30” LCD with 

400mm by 640mm illumination area was selected to meet the requirement. The 

specification of system components is listed in Table 4.5. 
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Figure 4.35. Simulated required display area for two cameras with 100mm lateral separation at 

mirror 0 degree, 90 degree, 180 degree and 270 degree orientations through Zemax ray tracing. 

 

Figure 4.36. SCOTS on the test tower to measure DKIST M1 
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Table 4.5. Specification of SCOTS components for DKIST M1 
 Brand Specs 

LCD Display Dell U3014 
Resolution:2560*1600 
 pixel pitch 0.2505 mm 

CCD Point Grey 
GS3-U3-28S5M-C,  
resolution:1920*1440, pixel pitch: 4.54um 

Camera lens Edmund Optics # 49939, diameter: 9 mm, focal length: 22.5 mm 

Camera stop National Aperture 
2 mm round aperture,  
black 2 sides , mounted on 0.5 inch disk  

   

4.3.2 Tolerance analysis 

Measurement uncertainty includes 3 major error sources, which are test 

geometry, camera mapping and random noise. Test geometry refers to 

measurement uncertainty in determining camera aperture position, mirror tip/tilt, 

mirror clocking, screen tip/tilt and etc, which is usually limited by the accuracy 

of laser tracker. Mapping error might be generated due to the bias in determining 

fiducial position, which is discussed in detail in Sec.4.2.4.3.  Random noise 

includes measurement noise due to system instability, mechanical vibration, air 

turbulence as well as noise in camera mapping correction.  

System geometry tolerance was done by perturbing the test model in Zemax. 

Take 0.01 degree uncertainty of mirror clocking as an example. The mirror was 

rotated 0.01 degree in the Zemax model and ray tracing was performed to get the 

slopes. The result was then compared with the one where mirror was at its 

nominal position. The surface error map was obtained by integrating the slope 

difference. 
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Mapping tolerance was done by perturbing the measurement data. For 

example, for the tolerance of mapping decenter in y, the measured fiducial 

positions were shifted in y direction by 0.5 mm in data processing. The processed 

surface map was then compared with the original one which was processed 

without shifting of fiducial positions.  

System repeatability was estimated using the method describe in Ref [47]. 

Total 50 measurements were taken and the estimated noise in a single 

measurement was about 80 nm RMS from Figure 4.37. This number will be 

reduced by a factor of 8 in the real test since 2 cameras, each with 4 mirror 

rotations (total 8 measurements) results are averaged to provide the final surface 

map. 

 

Figure 4.37 Random noise in SCOTS test of DKIST M1.  
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Carlo simulation was performed to evaluate the random error in mapping 

correction. Errors with uniform distribution on an interval of -400 μm to 400 μm 

were added to the fiducial positions measured by the laser tracker. Figure 4.38 

gives the averaged error map of 50 trials.  

 

Figure 4.38 The averaged error due to random noise in mapping correction.  

Table 4.6 provides a thorough tolerance analysis of DKIST M1 SCOTS test 

showing the predicted measurement uncertainty. (Parent vertex is defined in 

minus x direction) 

Table 4.6. Tolerance for DKIST M1 SCOTS (nm) 
 Camera y 

0.2 mm 
Camera x 
0.2 mm 

Camera z 
0.2 mm 

Mirror tilt y 
0.006deg 

Mirror tilt x 
0.006deg 

Mirror clocking 
0.01 degree 

Z4 1.4 3.2 218 18 19.2 0
Z5 5.2 1.4 0 13.2 50.4 551
Z6 1.4 5.2 0.2 48 15.6 0
Z7 0.6 0 0 0 12 78
Z8 0 0.6 0.2 10.8 0.6 0
Z9 1.2 0 0 0.36 12 11

Z10 0 1.2 0 10.8 0.6 0
Z11 0 0.4 0.2 6 0 0
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Table 4.6. Tolerance for DKIST M1 SCOTS (nm) (continued) 
 Screen tilt 

y 
0.03deg 

Screen tilt 
x 

0.03deg 

Screen z 
0.2 mm 

Screen 
clocking 0.02 

degree 

Mapping 
decenter y  

0.5 mm

Mapping 
decenter x  

0.5 mm

Z4 30.0 20.0 218 0.0 0.0 606.7
Z5 0.5 12.5 0 548.0 450.0 0.0
Z6 7.5 2.5 188 0.4 0.0 408.3
Z7 0.0 25.0 1 0.0 61.7 0.0
Z8 15.0 0.5 54 0.0 0.0 43.3
Z9 0.0 0.8 0 6.7 6.7 0.0

Z10 2.5 0.0 2.4 0.0 0.0 6.7
Z11 7.5 0.0 0.8 0.0 0.0 0.0
 

Table 4.6. Tolerance for DKIST M1 SCOTS (nm) (continued) 
 Mapping scaling  

99.98%
Noise in 
mapping 

Random with 8 
average 

RSS 

Z4 4 64.9 13.9 685.2 
Z5 0.6 80.9 5.2 903.3 
Z6 302 68.7 11.3 548.4 
Z7 0 35.6 3.1 109.2 
Z8 172 33.9 4.8 189.4 
Z9 0 40.6 3.4 44.9 

Z10 8 36.5 3.6 39.8 
Z11 18 23.1 1.5 30.9 

     

4.3.3 Measurement results 

4.3.3.1 Measurement at different mirror orientations 

Averaging measurements at different mirror orientations helped to greatly 

reduce non-radial-symmetric systematic errors. In the test of DKIST M1, SCOTS 

measured the mirror at 4 different orientations, where the mirror was rotated 90 

degree between each orientation. Figure 4.39 shows measurement results of one 

of the two cameras at 4 mirror orientations. The averaged map at 4 mirror 
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orientations was calculated (W ). The fluctuation was calculated by comparing 

the difference between measurement at each mirror orientation and the averaged 

map iW W W . The fluctuation W  of the low-order terms including power, 

astigmatism and coma between different mirror orientations is plotted in Figure 

4.40; and they were all within the tolerance analysis.   

 

Figure 4.39 Camera #1 measured surface map of DKIST M1 at 4 different mirror orientations.  
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Figure 4.40.  Fluctuation between measurements at different mirror orientations  

4.3.3.2 Comparison of the two camera results 

The two cameras in SCOTS system can provide a self-verification and the 

comparison of the two camera results is given in Figure 4.41. The result of each 

camera was the averaged map at 4 mirror orientations. The difference between 

two cameras was shown in Figure 4.41 (c). Table 4.7 lists the Zernike coefficients 

of the difference map. The major difference between the two cameras was Z4. 

0

200

400

600

800

1000

Z4 Z5 Z6 Z7 Z8

nm
 

Zernike terms 

Fluctuation between different mirror orientations 

Error Budget

0 degree

280 degree

180 degree

90 degree



117 
 

 

Figure 4.41.  (a) Surface map of DKIST M1 measured by camera1 (b) Surface map of DKIST M1 

measured by camera2 (c) difference map between camera 1 and camera 2. 

Table 4.7.  Zernike coefficient of the difference map  
in Figure 4.41(c) (nm) 

Z4 (power) -139 
Z5 (astigmatism) -14 
Z6 (astigmatism) 0 
Z7 (coma) 4 
Z8 (coma) 17 
Z9 (trefoil) 5 
Z10 (trefoil) 8 
Z11 (spherical) 13 
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The two cameras shared the same mirror geometry (tip, tilt, and rotation) 

and screen geometry (orientation and position), therefore, the measurement 

uncertainty between two cameras were mainly from the uncertainty of camera z 

position and mapping correction. For the result shown in Figure 4.41, after 

looking into the tolerance table in Table 4.6, the difference between the two 

cameras which was mainly in Zernike power term was most likely due to the 

camera z position uncertainty, the amount of which was about 0.13 mm. This 

0.13 mm uncertainty was within the geometry tolerance analysis in Table 4.6. 

4.3.3.3 Feedback on fabrication 

While interferometry test was being prepared, SCOTS was being used as the 

principle metrology tool to guide the fabrication process. It played a critical role 

in the whole project and worked very well. Figure 4.42 (a) is SCOTS measured 

removal map before and after one polishing run, Figure 4.42 (b) shows predicted 

removal map when designing that polishing run. The difference between 

measured and predicted removal map is given in (c). In this polishing run, it 

mainly targeted on knocking down the edge which was always a hard part in 

both fabrication and metrology. Interferometry usually cannot measure such a 

steep slope change due to its limited dynamic range. However, SCOTS overcame 

this limit and successfully measured it, as shown in Figure 4.42 (a). This can 

provide very important information for the mirror edge quality. The difference 
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map in Figure 4.42 (c) which is around 100nm RMS is mainly low-order shape 

uncertainty. This is a combination uncertainty from polishing and metrology. 

 

Figure 4.42.  (a) SCOTS measured surface removal in one polishing run (b) Predicted surface 

removal in one polishing run. (c) Difference between measured and predicted. 
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5 ADVANCED SYSTEM CALIBRATION USING REFERENCE 

SURFACE 

Chapter 4 shows that many systematic errors of SCOTS are a function of 

camera’s field of view, perspective, screen pixel distortion and test geometry. 

Besides performing the calibration of each individual component as described in 

Chapter 4, test accuracy can also benefit from a calibration by measuring a high 

quality reference surface with similar radius of curvature of the test optics. After 

the measurement of test optics, the test optics is removed and a reference is 

precisely aligned at the same position as test optics and measured with SCOTS. 

Systematic errors can be eliminated by subtracting the measured reference map 

from the map of the test optics. Reference calibration was proved experimentally 

in the metrology of two X-ray mirrors [19,48].  

5.1 Reduced sensitivity on geometry alignment 

A great improvement of reference calibration is that it helps to reduce test 

sensitivity on geometry. In Sec. 3.2, we have already derived a series of 

parametric expressions of test sensitivity on geometry. In this section, we 

continue to use those parametric expressions to show the fundamentals of the 
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improved sensitivity by using reference calibration. Improved sensitivities on 

camera lateral position h and display tilt are given as two examples below. 

Since astigmatism and coma are two major field-dependent (camera lateral 

position h ) aberrations, reference calibration would mainly improve the 

sensitivity of these two aberrations to camera lateral position h . The sensitivity of 

astigmatism and coma in the measured wavefront departure to camera lateral 

position h  is given in Sec. 3.2.1 
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If we calibrate the test with a reference surface which has small R  

comparing to the test optics, assuming the camera and the display are near 

paraxial conjugate of test optics, the sensitivity of astigmatism and coma to 

camera lateral position h  can be approximated as 
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Comparing Eq. (5.1) and Eq. (5.3), Eq. (5.2) and Eq. (5.4), the sensitivity of 

astigmatism is reduced by a factor of
R

R
, and coma is reduced by

2R d R
R

. 
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For the improvement of test sensitivity on display tilt, we use the same 

geometry as shown in Figure 3.6.  Take y slope sensitivity as an example. For 

defocus-dominated test configurations, without reference calibration, slope error 

yS due to display tilt is obtained by calculating y  using Eq.(3.2) and 

substituting  into Eq. (3.21): 

 
2 cos 11

cos
p

y

R d r y
S

R d
 (5.5) 

   
With reference calibration, assuming the differences of  and  are negligible 

between test mirror and calibration reference ( R  is small), the measurement 

error is reduced to 

 2

2 cos 11
cos

p
y

d r y R
S

R d
 (5.6) 

   
Eq. (5.5) and Eq.(5.6) show that reference calibration helps reduce yS  by a 

factor of 
R R d

Rd
. 

5.2 Reduced sensitivity on other systematic errors 

The validation of reference calibration procedure requires the reference surface 

shape not have a large departure from the test optics so that they share a similar 

light path and geometry sensitivity in the measurement. Besides sharing same 

camera distortion and perspective, the similar light path guarantees the two 

y
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measurements use same local screen region, the defect from which can also be 

subtracted. 

5.3 Error from reference surface 

Although system error in SCOTS can be greatly reduced by reference 

calibration, directly subtracting a single measurement of the flat mirror could 

introduce the surface error of the reference surface itself into the 

measurement. The reference surface usually has better surface quality than 

the test optics so that the error from reference surface can be ignored. 

However, when the test optics has similar or superior surface quality as the 

reference surface, it becomes necessary to compensate the surface error from 

the reference surface to further improve the measurement accuracy. 

One possible solution to eliminate error from reference surface is a 

random test of reference surface. In the experiment, the reference surface can 

be translated randomly and a series of random patches on the reference 

surface is measured. By averaging the measurement results of random test, 

the imperfection from reference surface is averaged out leaving only fixed 

systematic error from test system. Subtracting the systematic error map from 

the measured surface map of test optics, system error is removed from the 

calibration. 

5.4 Application example: X-ray mirror surface metrology 

System calibration using a reference surface was implemented in testing a high 

precision X-ray mirror. The measured off-axis elliptical X-ray mirror was 100 mm 
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long and 50 mm wide with a working area of 90mm by 8 mm. The local radius of 

curvature of the mirror was around 260 m with maximum surface sag around 4.5 

μm. The overall shape error in the useful area of the mirror was less than 1nm 

RMS, based on inspection report from the manufacturer.  

5.4.1 Test system setup 

The SCOTS test setup is shown in Figure 5.1(a). The illumination screen, set up 

2.7 meters away from the mirror, was a 19” LCD display chosen to give enough 

illumination area for this 100 mm long elliptical mirror. The camera, which was 

composed of a 1/3” CCD sensor and a commercial camera lens of 50 mm focal 

length, was set up right next to the LCD screen to capture the reflected screen 

image.  

 

Figure 5.1 (a) Experiment SCOTS setup. (b) Geometry control with an alignment laser 
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5.4.2 Noise estimation 

Averaging measurements were conducted to reduce the noise in the 

measurement, which was probably induced by the stability of mechanical 

mounts, thermal expansion, detector noise, and etc. The residual error in the 

average map was estimated using the method mentioned in Ref [47]. 600 

measurements were taken and N maps were chosen at random and averaged. 

The comparison of W  and total averaged map   is plotted in Figure 5.2. In 

Figure 5.2 (b), the fitted line has a slope of -0.53, indicating the dominated noise 

was random noise which drops approximately as  1 N .  From Figure 5.2, the 

error in the final surface map was less than 0.1nm RMS with 200 averages. 

Therefore, we chose 200 averages in the test for high precision measurement. 

 

Figure 5.2 Estimated residual noise in average of N maps in (a) normal scale (b) log-log plot  
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5.4.3 Calibration with a reference flat 

In our test, a 300 mm x 50 mm high-precision flat mirror was used as a reference 

surface. The precision flat was carefully aligned at the test mirror position with 

1μm accuracy in distance and 10 μrad in tip/tilt. As pointed out in Sec.5.1, a 

geometry sensitivity analysis with and without reference flat calibration was 

performed and the comparison is provided in Table 5.1 

Table 5.1 Geometry sensitivity of SCOTS test of X-ray mirror 

System geometry uncertainty 
Measurement uncertainty with power removed 

(nm RMS) 
Without flat calibration With flat calibration 

1 mm camera x position uncertainty 0.02 0.02 
1 mm camera y position uncertainty 0.002 0.002 
1 mm camera z position uncertainty 0 0 

0.05° screen tilt about x-axis 0.01 0 
0.05° screen tilt about y-axis 0.54 0.05 

1mm screen z position uncertainty 0 0 
   

The coordinates were setup locally at the mirror where the x direction was along 

the long side of the mirror, the y direction was along the short side of the mirror 

and the z direction was perpendicular to the slope of mirror center. This SCOTS 

test was very insensitive to the positioning of the components, except for the 

relative tilt between the screen and mirror about the y-axis. This is 

understandable since the elliptical mirror only has optical power in the x 

direction. Comparing column 3 and column 2 in Table 5.1, reference calibration 

greatly reduced geometry sensitivity on elements tilt. Measurement error due to 

0.05° screen tilt about y-axis was only about 0.05 nm RMS if apply reference 
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calibration, which was 10 times smaller than the test without the reference 

calibration. Measurement error due to camera lateral shift cannot be 

compensated by the reference calibration since it only caused a constant shift of 

the measured screen coordinate, and was removed in the data reduction as a 

piston term. 

5.4.4 Measurement results 

The measurement result of the X-ray mirror is given in Figure 5.3. It is clear by 

comparing Figure 5.3(a) and (b) that the measurements were dominated by 

systematic errors, which were a combination effect of geometry uncertainty and 

camera lens, display defects. Shown in Figure 5.3 (c), after subtracting the 

reference calibration (Figure 5.3 (b)) from the uncalibrated map (Figure 5.3 (a)), 

the major systematic error was removed and the measured surface RMS of the 

elliptical X-ray mirror was reduced to 0.62 nm. 
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Figure 5.3   (a) Measured surface irregularity of the elliptical mirror before reference calibration 

applied, RMS = 1.3 nm; (b) Averaged calibration map with translation of reference flat, RMS = 1.3 

nm; (c) Surface map of elliptical mirror with calibration of reference applied, RMS = 0.62 nm. 

For an ideal random test, RMS error from reference surface drops as 
1
N

 , 

where N is the total number of measurements. Therefore, the slope in log-log 

plot of measured surface RMS as a function of number of measurements is -0.5. 

To check the residual error from the reference surface in the average map, I 

evaluated the slope of the measurement data using the same method described 

in Sec. 5.4.2. N maps (N = 1,2,3,4) were randomly selected and averaged. After 

subtracting the averaged map (W), the fitted slope of residual RMS in log scale 

was about -0.7, indicating certain correlation existed between the 8 maps and 
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therefore some residual error from reference surface stayed in the averaged map 

in Figure 5.3 (b). Small shear step between each measurement, which was limited 

by the relative size of the test surface and reference surface, might be the major 

cause that reduced the effectiveness of the random test. In practical measurement, 

it is always good to have a large shear of the reference flat to reduce the 

correlation between different sample patches. Rotation of the reference flat can 

also help to increase the test efficiency. 
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6 CONCLUSION  

SCOTS is a promising, non-contact, high dynamic-range and full-field metrology 

technique. The basic slope measurement principle allows easy adaptation for 

SCOTS to the measurement of any free-form optics without using null optics. 

Careful calibrations of the system make the measurement achieve comparable 

accuracy with interferometry testing but at lower cost and easy setup.  

This dissertation provides a thorough analysis of three major SCOTS 

components: geometry, camera and display. Calibrations of these components 

have also been investigated in detail and implemented in practical metrology 

projects. The application examples of the calibration methods and excellent 

measurement results stand out engineering significance of this dissertation. 
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APPENDIX C: ZERNIKE STANDARD POLYNOMIALS 

mode polynomial
1 1

2 4 cos( )
3 4 sin( )
4 23(2 1)
5 26 sin(2 )
6 26 cos(2 )
7 38(3 2 )sin( )
8 38(3 2 )cos( )
9 38 sin(3 )
10 38 cos(3 )
11 4 25(6 6 1)
12 4 210(4 3 )cos(2 )
13 4 210(4 3 )sin(2 )
14 410 cos(4 )
15 410 sin(4 )
16 5 312(10 12 3 )cos( )
17 5 312(10 12 3 )sin( )
18 5 312(5 4 )cos(3 )
19 5 312(5 4 )sin(3 )
20 512 cos(5 )
21 512 sin(5 )
22 6 4 27(20 30 12 1)
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