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ABSTRACT

Precision freeform optics are finding increased usage in new optical systems. Deflectometry is a
non-null optical metrology method that has great application potential to be a measurement method
for freeform and standard optics, offering a wide slope dynamic range and excellent accuracy and
precision. The technique utilizes a known source which emits rays of light that are deflected by
the unit under test (UUT) and are captured by a recording camera. By knowing the precise location
of the source, the ray intercepts at the UUT, and the camera, the local surface slopes of the UUT
can be determined and integrated to obtain a reconstructed surface. This study investigates three
major topics to improve deflectometry and identify new Deflectometric based techniques.

The first topic explored is a software-based method for an iterative surface reconstruction process.
Deflectometry relies on determining the local surface slopes of the UUT by precisely knowing the
ray intercept locations at the surface. Any error in the assumed surface model therefore directly
reduces the reconstructed surface accuracy. A new processing method was developed called
model-free deflectometry, which requires no optical surface model, and instead iteratively
reconstructs the optical surface leading to improved final reconstruction accuracy. The method
was used to reduce departure of a freeform optic from interferometric results from 15.80 um root-
mean-square (RMS) using model-based deflectometry down to 5.20 um RMS with the model-free
method developed. Further, most of the 5.20 um RMS residual departure was explained using a

simulation to model the inherent noise present from hardware limitations.

The second topic is a deflectometry system configuration which generates a virtual 27 steradian
measurement volume, enabling full aperture deflectometry measurements of previously
unmeasurable flat and convex freeform optics. The technique utilizes a source tilted over the UUT,
enabling at least a partial aperture test. However, by clocking the UUT, a series of virtual sources
are generated, which when considered as a whole, create a virtual source enclosure around the
UUT allowing for a full aperture test. The method was shown to have accuracy similar to an
interferometric test for a fast F/1.26 convex sphere and successfully tested a highly freeform

Alvarez lens.
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Lastly, a power scalable, time-modulated high stability infrared source is explored for infrared
deflectometry. The new source is an integrating box design with a precision emission area machine
cut into an aluminum box. The light sources are modular high-efficiency resistive alloy membranes
held in small caps. The design allows for power scaling by adding or removing caps from the
source design. The caps are powered in parallel and are modulated at approximately 1 Hz to allow
for signal isolation, thereby greatly improving signal to noise ratio. The new source was compared
with a traditional tungsten source, both run at the same power output, and the source stability and
geometry compared. Several common optical surfaces were tested with both sources to compare
the accuracy and precision of the sources. It was found that the integrating box features a

significant improvement in performance.
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1. INTRODUCTION

Freeform optics are finding increased usage in modern optical system. From artificial and virtual
reality headsets to illumination systems and next generation extremely large telescopes, non-
axisymmetric, complex optical surfaces, referred to as ‘freeforms’, are key technology
enablers [1-7]. These complex surface shapes have created a distinct pressure on the fabrication
and metrology areas of optics. Compounding this challenge is the expansion into crafting optics
from new and exotic materials, including ultra-low expansion glasses such as Zerodur or simply
3D printed plastics. A customer expects a fabricated freeform optic to depart from the ideal shape
by fewer than tens of nanometers root-mean-square (RMS). Fortunately, fabrication methods have
rapidly evolved and are not only able to deliver optics which meet requirements but are now
providing high efficiency and more streamlined fabrication processes for more rapid and reliable
optics production. These fabrication methods include computer numeric controlled (CNC)
machining and diamond turning, standard grinding and polishing, sub-aperture corrections via

Magneto-Rheological Fluid (MRF) methods, or even 3D printing or molding methods [8-13].

These fabrication methods take a variety of materials, from glass to plastics or metals, and convert
them from base material to a final precision surface. Not only is it essential to verify the final shape
of the optic meets specification, but for many of these fabrication processes, accurate shape
measurement detailing the progression of the optic is required. This area, known as metrology, is
essential to enabling freeform optics fabrication. A variety of metrology methods exist, but broadly
they can be divided into two main categories: contact and non-contact metrology. Both areas of
metrology are essential for optical fabrication, but non-contact metrology is favored for cases
where rapid and highly accurate metrology is needed, and can be safer for the optical surface [14].
The two most common non-contact metrology methods that can provide optical precision are
interferometry and deflectometry. When cost and time are no issue, interferometry is the gold
standard optical metrology method, which readily can achieve nanometer level surface
measurement accuracy. Interferometry requires a null configuration, which in the case of freeform
optics can mean custom null-optics are needed. Typically, this is achieved by using a computer-
generated hologram (CGH) custom null optic. Although powerful, these null optics are custom
only for one stage of one optic being tested, and they can be prohibitively expensive [15,16].

Deflectometry is a non-null test method which measures the local surface slopes of a unit under
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test (UUT) and integrates the slopes to reconstruct the surface. With proper calibration, the method
can produce surface measurements comparable to commercial interferometry, with the added
benefit of not requiring a null test configuration, making it an ideal metrology tool for the
fabrication and verification of freeform optics [14,17,18].

Deflectometry utilizes a source and a camera to test the local surface slopes of a UUT. In a test,
rays are emitted by a source and are deflected by the UUT. After deflection some rays enter the
camera and are recorded on the detector. In a test setup, the camera detector is mapped to the UUT
surface by focusing the camera onto the optic surface; in doing so local ‘mirror pixels’, or discrete
areas on the UUT, are created, which are where the local slopes are be calculated. By carefully
modulating the spatial source emission, the precise location of where the ray exited the source can
be determined. Knowing the ray origin, the location of deflection at some mirror pixel, and the
final ray end point on the camera detector, the local slope of the mirror pixel where the deflection
occurred can be determined to high precision. The raw output of a deflectometry test is
fundamentally the start ray positions at the screen and the corresponding end locations at the
camera detector, from which using software methods the local slopes are calculated and integrated
using either a zonal or modal integration method to reconstruct the optical surface [19].

Two factors must be satisfied for a deflectometry system to be able to test an optic. First, the UUT
must specularly reflect the light emitted by the source for testing to be possible. For polished
surfaces this is readily achieved using a digital source such as a liquid crystal display (LCD), and
for ground surfaces utilizing an infrared source can satisfy the specular reflection condition,
depending on how rough the surface is. Second, for an area on the UUT to be measurable, light
emitted from some area on the source must be deflected into the camera. This is referred to as the
slope dynamic range for deflectometry, which depends on the system hardware configuration. If a
clear line of sight exists from a camera pixel to a UUT mirror pixel to a point within the source
area (limited by source extent), obeying the law of reflection, it is within the testable dynamic
range of the system. This is a highly important factor for freeform optics, which can have large

surface slope ranges.

For deflectometry to be widely applicable as an optical quality test method for the next generation

of freeform optics, several improvements are required. First, reconstruction accuracy when no
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accurate surface model exists, a common occurrence during the grinding phase of fabrication, must
be improved. Second, deflectometry has historically been used primarily for metrology of concave
optics; however, this leaves out testing of flat and especially convex optics. Thus, deflectometry
must be expanded to provide accurate metrology to this range of optical surfaces. Finally, while
deflectometry was extended to the infrared region to provide metrology of diffuse surfaces, the
traditional source used for the system, a tungsten ribbon, suffers from several inherent limitations
which must be addressed to improve the accuracy of infrared deflectometry, as well as to extend
it to testing optics under thermal load. The scope of this study is the investigation of methods to

address each of these topics, thereby improving deflectometry as a freeform metrology method.

1.1 Model-Free Deflectometry

Deflectometry is highly sensitive to system level errors and uncertainties. Particularly when calculating
local slopes, any uncertainty in the assumed positions of all components, from the source, the UUT, and
the camera, can significantly reduce the reconstruction accuracy [20,21]. Fundamentally, to calculate the
local slope, a ray is traced from the source to the UUT, where the intercept location is determined (or
assumed) and from there the ray is traced to the camera pixel which recorded it. While various calibration
methods exist to verify the location and accuracy of the source and camera, including using precision
measurement devices such as a laser tracker and spherical mounted retro-reflectors (SMRs) or a coordinate
measurement machine (CMM) to determine the spatial coordinates the objects, no such method exists for
verifying the UUT surface, which is the goal of a metrology test. In cases when no accurate UUT model

exist, reconstruction accuracy using deflectometry is limited.

Historically, the simplest solution is to assume a flat for the UUT surface model, which can result in highly
inaccurate reconstruction. Alternatively, an iterative system parameter optimization process can be used to
improve reconstruction results [22]. Or, a non-zonal parameter dependent integration can be performed to
improve the initial UUT model, followed by a successive over-relaxation zonal integration to improve the
final reconstruction accuracy, provided the initial surface model is sufficiently accurate [23,24]. Building
upon prior work in which a starting seed input surface model was iteratively improved by adjusting the
radius of curvature of the model [25], a general method was developed, known as model-free iterative
deflectometry (MID), which removes the need for any input surface model and instead performs and
iterative surface reconstruction process to improve the final surface reconstruction accuracy. The method

improves the surface reconstruction of freeform surfaces, including the low spatial frequency surface
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shapes which previously were not accurately reconstructed for deflectometry measurements using prior

non-iterative techniques.

The present work in Section 2.1 introduces the MID algorithm, which relies on a multi-step software
package to iteratively reconstruct the surface. A simulated system and error analysis, detailing the expected
performance in the presence of noise and position uncertainty is presented in Section 2.1.2-2.1.3. The real-

world performance demonstration is given in Section 2.1.4.

1.2 Infinite Deflectometry

One growing area of freeform design is that of convex or even flat freeform optics. Interferometry
offers high accuracy surface metrology for optics, but it requires a null configuration for testing.
Particularly for freeform optics, this means a custom null optic, such as a computer generated
hologram (CGH), is required for accurate testing of such freeforms [15,16]. While offering
numerous benefits, including alignment holograms and custom high precision nulls, CGHs can be
prohibitively expensive and are usable only for one custom null configuration. Even with these
advanced nulls, obtaining a full-aperture null for convex optics, or even larger flat optics, can be
impossible. Thus, stitching interferometry can be required, in which sub-aperture areas of the optic
are measured and stitched together. While great improvements have been made for stitching
interferometry, the technique is both time consuming and, for non-axisymmetric optics, can require
several custom null optics for different sub-apertures, increasing the complexity and cost of
testing [26-29]. In some cases, it is non-feasible to perform a high accuracy stitching
interferometric measurement of such optics. While contact metrology methods such as swing arm
profilometry, CMM sampling, or the Hindle test exist for testing such surfaces, they cannot provide
optical quality accuracy of the surface features, leaving high-frequency surface shapes on the order
of nanometers untested [30,31].

Traditional deflectometry has served as a 3D surface reconstruction method for freeform concave
surfaces through surfaces up to and including slow (i.e. large radius of curvature relative to
diameter of optic) convex surfaces. However, a full aperture optical quality test of general convex
optics, and particularly freeform convex optics, has not yet been achieved. Primarily, this is due to
the traditional deflectometry configuration and how it is tied to the line of sight requirement for a

test. For a traditional deflectometry system, the testable slope dynamic range of the UUT is
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determined by the source area. This can be determined by tracing rays in reverse from the pupil of
the camera to the UUT and, following the law of reflection, to the source area. By calculating
where the rays intercept the source plane, the required source area can be determined. In a
traditional deflectometry setup for a concave surface, the camera and source will be located near
the center of curvature of the optic, thereby approaching a one to one imaging condition and thus
allowing for a small source area to test the entire optical aperture [4,32]. However, for a convex
optical surface, the source cannot be placed at the center of curvature, and thus the required source
area becomes extremely large (if not infinitely large).

One possible method to extend the testable slope dynamic range is to alter the deflectometry
configuration by simply surrounding the UUT with five source walls. This technique, known as
Cavlectometry, uses a multi-projector system to project a phase-shifted sinusoid pattern onto the
side walls and roof of a room, which has a UUT located in the center of the room with a camera
observing the surface, thereby creating a deflectometry setup [33]. The ray path for a traditional

deflectometry setup and a source enclosure setup of a convex UUT is shown in figure 1.

Camera
Camera

Screen Screen

uuT uuT
(a) (b)

Figure 1. For a traditional deflectometry system, a digital display and
camera are placed over the optic for measurement. However, this
configuration only measures a small area of a convex UUT, as seen in a
reverse ray trace of the system (a). Instead, by enclosing the UUT with a
source, such as in a Cavlectometry configuration, a larger area of the UUT
can be measured.

A phase-shifting deflectometry (PSD) measurement can then be performed and the surface can be
reconstructed. While the method extends the testable slope dynamic range of a deflectometry

system, it struggles with high-frequency nanometer level surface feature reconstruction. This is
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due to the lower resolution, optical aberrations, contrast uniformity, and other issues inherent in
most projector systems [34,35]. These issues add uncertainty at the system level to the
deflecomtetry test and limit reconstruction accuracy. For these reasons, traditional deflecomtetry
tests for concave optics rely on modern digital displays, which possess characteristically higher
resolution, but are limited by realizable source sizes and shapes (i.e. meter class flat LCD screens

are the upper range of this type of source at the time of writing).

The present work in Section 2.2 introduces a new configuration called Infinite Deflectometry which
creates a 2m-steradian measurement volume around a UUT to provide full aperture surface
metrology of surfaces up to and including freeform convex optics. The system configuration is
described in Section 2.2.1. Experimental results for a fast-convex spherical optic as well as a highly

freeform Alvarez lens are provided in Sections 2.2.2-2.2.3.

1.3 Time Modulated Scalable Infrared Source for Long Wave Infrared Deflectometry

One area that heavily features freeform surface shapes is that of rough optical surfaces created
during the grinding phase of optical fabrication. The grinding phase broadly covers the period
when the surface figure error reduces from hundreds of microns down to ~1 um RMS. Because of
the large grit size used in grinding, it is possible to rapidly converge to the final desired surface
shape, thereby making for a more efficient fabrication process. Of course, this is not the only area
of optics which feature freeform rough surfaces. Solar collectors are being explored which are
fabricated from metal plates and are shaped as parabolic troughs [36], as well as other optical
components which are designed with a rough surface or feature a diffuse coating. These rough
surfaces are challenging to test, as they do not specularly reflect visible light, thus visible
deflectometry and interferometry are inapplicable.

Instead, infrared deflectometry has successfully been utilized to measure the surface of rough, non-
specularly reflective freeform optics, such as that of the Daniel K. Inouye Solar Telescope 4.2
meter off-axis parabolic primary mirror [37]. For such testing the traditional source used is a
scanning line source, which is created by heating a tungsten ribbon. Unfortunately, a tungsten
ribbon has several fundamental limitations including low maximum driving power, non-uniform
spatial emission, and unstable temporal emission characteristics. Additionally, some rough surface

optics require testing while under thermal load. In these scenarios, not only are there minor thermal
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fluctuations from the background, but additionally, if the optic is under thermal load, the thermal
emission may not be stable during a measurement. As with nearly all deflectometry measurements,
a background signal is typically subtracted from measurement data. However, in infrared
deflectometry testing, the common thermal fluctuations in testing, particularly for optics under

thermal load, creates a fluctuating background which is not easily isolated from the true signal.

The presented work introduces a long-wave infrared temporally modulated integrating cavity
(LITMIC) source. The source uses several resistive elements as power input to an integrating
cavity, which has a machined exit slit that provides uniform emission. The system configuration
and background are described in Section 2.3.1-2.3.3. Experimental results exploring the spatial
and temporal characteristics of the LITMIC source as compared to a tungsten ribbon are explored
in 2.3.4. Finally, an infrared deflectometry measurement of a rough ground glass optic, an
aluminum blank, and an aluminum blank under thermal load was performed using both a
traditional tungsten ribbon source and the LITMIC source. The reconstruction ability and the
repeatability of both sources is examined in section 2.3.5. The LITMIC source demonstrates
improved source properties, and the capability for a measurement of an optic under thermal load
with a fluctuating background.

Note: This dissertation is based on a collection of published journal articles. The published
works are connected under the umbrella of freeform testing with deflectometry and are
integrated into this dissertation in a logical manner. In-depth discussion and treatment of

the studies are provided in the appended reprints of the articles.



2. PRESENT STUDY

The methods, results, and conclusion of this study are presented in

the papers appended to this dissertation.
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2.1 Model-Free Deflectometry

Deflectometry requires accurate knowledge of the position of all components in a test configuration to
correctly calculate surface slopes. In cases where no accurate surface model of the UUT is known, such as
the grinding phase of an optic, in which millimeters of surface material may be removed between runs,
reconstruction accuracy with deflecomtetry is severely limited, particularly for low-spatial frequency
surface shapes such as power and astigmatism. Simple assumptions of a surface model, such as a flat or a
best fit sphere, will be highly inaccurate for freeform optics, creating a challenge for accurate surface
reconstruction of freeform surfaces with deflectometry. For these cases the reconstruction accuracy from a
deflectometry test can be significantly improved by performing an iterative surface reconstruction process,
called model-free iterative deflectometry (MID). The following Sections 2.1.1-2.1.4 are a summary of an
article published in the journal Optics Letters, Appendix A, as well as a proceedings paper published and

presented at Optical Manufacturing and Testing XII, Appendix D.

2.2.1 Iterative Surface Reconstruction

Accurate guiding of the fabrication process during the grinding phase, as well as accurate surface metrology
for optics with unknown surface models, is an essential process. The need for accurate metrology for
guiding freeform fabrication was demonstrated during the grinding process of the Daniel K. Inouye Solar
Telescope (DKIST) primary mirror, during which grinding was guided by the then new infrared
deflectometry system known as SLOTS [32,38]. During this period, several processes were in place to
verify the base surface model of the DKIST primary mirror between SLOTS measurements, including
using a Laser Tracker (LT) to map the base surface figure. In this way, a relatively precise surface model
was always provided for processing the SLOTS deflectometry measurement of the UUT surface. The

fabrication process and surface figure for the DKIST primary are shown in figure 2.
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Figure 2. The grinding phase of optical fabrication represents a period of

rapid material removal. If properly guided, as was the case during the

DKIST primary mirror fabrication, the optic can rapidly approach the

desired surface figure, shaving months to even years off of the total

fabrication period [32].
Unfortunately, there are cases when a precise surface model cannot be readily provided to the deflectometry
processing pipeline. In these cases, the simplest approach is to assume a flat surface model or make a best
guess base surface shape model. However, both methods create a systematic error between the real ray
intercept location at the UUT in the deflectometry test, and the assumed intercept location during the slope
calculation. Particularly for freeform optics, this basic shape assumption will significantly depart from the
true surface model and create significant error. This error manifests as inaccuracy in the reconstructed
surface, predominantly in the low order spatial frequency surface shapes. By performing an iterative surface
reconstruction, in which the precise ray intercept location is recalculated at each new reconstructed surface,
an accurate surface model can be converged upon, thereby significantly improving final surface

reconstruction accuracy.

The iterative surface reconstruction is accomplished via a process known as model-free iterative
deflectometry which builds on preliminary work [25]. The MID technique improved reconstruction of
freeform surfaces when no accurate surface model exists, particularly improving low spatial frequency
terms like power and astigmatism, without the need for any input surface model. The method uses the
freeform reconstructed surface that is output from a deflectometry measurement as a continuously updating
surface model for the UUT. This iterative process is repeated until the reconstructed surface model
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converges, at which point the final reconstructed surface is output. By using an updating surface model, at
each iteration the ray intercept calculation at the UUT becomes more accurate, improving the reconstruction

accuracy across all spatial frequencies.

The MID approach takes as inputs the Cartesian coordinates of the camera and source, which are
held in vectors C and S respectively. A flat surface model is generated as the UUT model, defined
as matrix U°. The UUT model solution space is bound using a measured physical coordinate on
the UUT, uk(x,y,z). Additionally, the pointing vectors of the camera pixels, defined as matrix R,
also must be precisely determined using a calibration process and input into the software. Using
these inputs, the MID method then runs for t = 0:N iterations. Inside of the MID process, the ray
intercept locations at the UUT must first be determined. This is accomplished using a Delaunay
triangulation [39], which segments the UUT surface mesh into unique, well-defined triangular
surface planes, defined as matrix Q'. With this matrix, a Moller—Trumbore algorithm [40] is used
to efficiently and accurately determine the intercept locations at the UUT, with precision that
exceeds the number of surface mesh points. The combined Delaunay/Méller -Trumbore (DMT)
process is essential for accurately calculating the ray intercept locations, and thus accurate
determination of the local surface slopes. It should be noted that the DMT processing time linearly
increases while the reconstruction accuracy logarithmically improves with increasing sampling of
the UUT surface, represented by the camera pixels measuring local areas on the UUT surface.
Figure 3 demonstrates the combined DMT method and how it allows for greater intercept
calculation accuracy than just relying on the mapped camera pixel mesh.
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Figure 3. The DMT process takes a finite mesh of points, represented by
matrix U, and segments the points into unique triangles, held in matrix Q.
The rays are traced along their pointing vectors, R, and the precise
intercept inside of the triangles is determined.

With the ray intercept locations, as well as the ray start and end locations from matrices C and S

respectively, the local surface slopes of the UUT in the x and y directions, defined as matrices T
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and Ty respectively, are determined. The surface is then reconstructed using a Southwell
integration [19], and a new surface model is created, U', for that iteration. The process is iterated
a total of N iterations, which results in a final output is the reconstructed surface model UN. The

entire iterative process is shown in figure 4.

Initial UUT Surface

Final UUT Surface Model, U°
Model, UN In'put
f v
N [teration, Output UUT Surface

Model, Ut —

Delaunay Triangulation -\

Updated UUT Surface Model, For t = 0:N Iterations

Ut g uttl=y, (x, .2
< Tk( L Cam, C Surface
t
Southwell Integration Rays, R Planes, Q

| \—I—J
t t
Local Slopes, Ty, Ty Moller-Trumbore
'\ | Line Plane Intercept

Screen, S

UUT-Ray
Intercepts, I*

Slope Calculation

Figure 4. Using an initial flat surface model, U°, the MID method iterates
for a total of N iterations, at which point it converges to a final
reconstructed surface model UN.

2.2 Simulated System Performance

A simulated phase shifting deflectometry (PSD) software configurable optical test (SCOTS)
system was modeled in Matlab. The camera detector was modeled as having a 101X 101 array of
pixels, with a pinhole camera system. The screen was modeled as a continuous plane. The system
was modeled to test a segment of the James Webb Space Telescope (JWST) primary mirror [41].
The segment was modeled as 1320 mm in diameter, with a radius of curvature of 15899.91 mm
and a conic of -0.99666, and was 1320 mm off axis from center, representing a real world freeform
optic test case, and the UUT filled the camera detector. Rays were traced from the camera to the
modeled UUT surface and were reflected to the source plane. Using the source and camera ray

locations, the surface was reconstructed using the MID method for a total of nine iterations. Figure
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5 demonstrates the results of the zero-iteration reconstruction, which is identical to a traditional

non-iterative reconstruction process if a flat was the assumed surface model.

10.2

1320 mm
Surface Height Error (mm)

1320 mm

Figure 5. The JWST features several hexagonal off-axis aspheric surfaces.
A mirror segment was modeled and a simulated deflectometry
measurement was performed. The data was processed using the MID
technique, to examine the reconstruction convergence process. As seen
above, the zero-iteration surface has large reconstruction error, which is
most heavily manifested as astigmatism.

The Delaunay triangulation process resulted in 20,000 surface triangle planes being generated,
after which for every pixel on the camera detector the Moller -Trumbore process was used to
determine the intercept coordinate on the surface planes. This process is a vectorized process to
improve processing efficiency. Utilizing 8 Gb of RAM, with a single threaded Intel CPU operating
at 2.90 GHz, the total time required for one iteration from start to finish was approximately 120
seconds, of which 93 seconds were required for the DMT process. For the simulation, with an ideal
system, the final surface RMS difference from ideal was 6.17 picometers, which was
approximately machine precision. With zero iterations, the RMS difference from ideal was 280.97

pum, thereby demonstrating the MID approach significantly improves reconstruction accuracy.

Of course, in a real test, random noise as well as systematic uncertainty are primary concerns. In
the case of noise, random white noise ranging from 0 to 1 um in the x and y positions was added

to the detector coordinates. White noise added a random high spatial frequency error in the final
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reconstructed surface map with a root-mean-square (RMS) error of 11.17 nm from the ideal surface
shape. The reconstruction RMS error through iterations, as well as the surface reconstruction
generated after the total of nine iterations had run for both the white noise and positional

uncertainty cases are shown below in figure 6.
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Figure 6. After simulating a deflectometry test of a segment of the JWST
primary mirror, the surface was reconstructed using the MID method for
a total of nine iterations. The reconstructed RMS error was determined at
the end of each iteration (top). Additionally, white noise was simulated to
model screen uncertainty, which resulted in a random high frequency error
in the final reconstructed surface (bottom left), while a positional
uncertainty in the position of the camera pupil resulted in low-spatial
frequency reconstruction errors (bottom right).
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Additionally, a real-world test was performed of a highly freeform optic, which had a unique spiral
pattern imparted on a base sphere surface. This system was modeled in Matlab, replacing the
freeform nature of the optic with just a sphere, and the uncertainty in the coordinates of the camera
and source, which were measurable to an accuracy of £10 um in position and £1 mrad in angular
accuracy, were modeled. Using the real measured ray vectors for the camera a simulation was

performed which reconstructed the surface using the MID method with 6 iterations, which was
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sampled using a 512X512 grid, to match the pixel array size in the real test. For no positioning
uncertainty, the MID method reconstructed the modeled spherical surface to machine precision.
With the position uncertainty modeled however, there was clear error in the reconstruction even
with the MID method, particularly at low-spatial frequency terms. The root-sum-square (RSS)
error between the MID reconstructed surface and the ideal surface was approximately 5 um and
was predominantly arising from astigmatic error, which was very similar to the real-world test
result results. The full summary of the error, which was calculated by fitting Standard Zernike
terms 5:11 to the difference between the reconstructed surface and the ideal surface, after modeling
the system with an error of 10 um in x, y, and z and 1 mrad in tip, tilt, and roll for the camera and

screen separately is given in tables 1 and 2.

Table 1. Model-free Iterative Deflectometry Reconstruction Error with Screen Uncertainty

Zernike 10 pm X Pos. 10umY 10 pm Z Pos. 1 mrad 1 mrad 1 mrad RSS Value
Terms Error (um) Pos. Error Error (um) Tip Error Tilt Error  Rotation Error (um)
(pm) (um) (um) (um)

Z5 0.003 -1.497 -0.042 0.031 -0.002 -0.001 1.50
Z6 1.471 0.002 0.203 0.001 0.034 0.002 1.49
z7 0.005 0.603 0.010 0.003 0.001 0.001 0.60
Z8 0.576 0.007 0.038 0.002 0.002 0.001 0.58
Z9 0.028 0.161 0.031 0.078 -0.015 -0.002 0.18
Z10 -0.580 0.161 -0.102 0.018 0.078 0.002 0.62
Z11 0.207 0.171 0.152 0.170 0.170 0.170 0.38

Table 2. Model-free Iterative Deflectometry Reconstruction Error with Camera Uncertainty

Zernike 10 um X Pos. 10 umY 10 pum Z Pos. 1 mrad 1 mrad 1 mrad RSS Value
Terms Error (um) Pos. Error Error (um) Tip Error  Tilt Error  Rotation Error (um)
(um) (um) (um) (um)

Z5 -0.006 4.119 -0.120 -0.001 -0.001 -0.001 4.12
Z6 -4.093 0.000 0.600 0.000 0.000 0.000 4.14
z7 -0.008 -1.311 0.055 0.001 0.001 0.001 1.31
Z8 -1.253 -0.008 0.261 0.001 0.001 0.001 1.28
Z9 -0.203 -1.033 0.051 0.000 0.000 0.000 1.05
Z10 1.787 -0.313 -0.177 0.004 0.004 0.004 1.82
Z11 0.092 0.165 -0.479 0.170 0.170 0.170 0.56

2.2.3 Model-Free Test of Freeform Optic

To demonstrate the efficacy of the MID approach, a real test of a bare glass optical surface with
freeform departure from a sphere in all directions was measured. The radius of curvature (RoC) of
the surface was 200 mm and the diameter was 100 mm. The UUT had ~0.67 pum RMS and ~2.50
pum PV departure from the base sphere, with a maximum surface slope of 576.64 prad. The optic
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was fabricated using a magnetorheological finishing (MRF) technique to impart a spiral pattern on

the optical surface.

As a baseline, the surface was measured using a commercial Zygo Verifire™ MST interferometer.
To acquire the deflectometry measurement of the surface, a simple SCOTS deflecomtetry system
was used. It must be noted that the interferometric technique used does not accurately reconstruct
piston, tip, tilt, or power terms of the UUT, therefore, these terms were not considered in the final
reconstructed surface comparisons. For this optic, there was no custom null on hand, thus, an ideal
null configuration could not be obtained on the interferometer, and the high fringe density at best
null resulted in some untestable areas on the optic. Figure 5 demonstrates the best null

configuration and the fringe density issues.

100 mm

Figure 7. Interferometry requires a null configuration for testing an optic.
In the case of a complex spiral pattern freeform optic, no custom null was
available, instead, the best spherical null was used. At best null
configuration, the interference pattern suffered from high fringe density,
limiting reconstruction of some areas, as seen above. Deflectometry on the
other hand does not require a null configuration, and instead can readily
test such complex freeform surfaces, provided an accurate surface model
is given, or, if that is not possible, the MID method can be used.

The optic was also tested using a SCOTS system, which has all components mounted into place
on a breadboard. The coordinates of all components were measured using a CMM to an accuracy

of £10 um, while the ray vectors of the camera pixels were calibrated prior to the test and known
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for the system. The optic was placed on a rotation stage, and multiple clocking positions of the
optic were taken and used to remove systematic error via a rotation calibration process [42]. Taking
the raw data from the deflectometry test, the surface was reconstructed in three ways. The surface
was reconstructed using the MID method, using a total of six iterations. Additionally, as a
comparison, a traditional non-iterative reconstruction was performed assuming (1) a flat for the
base optical surface, and (2) a best fit sphere of 200 mm radius of curvature. All reconstruction
methods used the same raw input deflectometry data. The MID reconstructed surface, termed
MIDs, the flat model traditional reconstructed surface, termed MBsiat, and the best fit sphere model
traditional reconstructed surface, termed MBsphere, Where then analyzed to compare the Standard
Zernike terms between the reconstructed surface and the measured surface from the interferometric
measurement, referred to as INT. It must be noted that the missing data regions in the INT map

were not considered in the comparisons.

For the comparison, low-spatial frequency surface differences were analyzed by fitting Standard
Zernike terms 5:11 to the difference maps between INT and MIDs, MBiiat, and MBsphere. Zernike
terms 1:4, representing piston, tip, tilt, and power were not considered. Table 3 demonstrates the
resulting Zernike term differences of the surfaces.

Table 3. Low Order RMS normalized Zernike Term Difference between Reconstructed and
Interferometric Surface Maps

Zernike Term MIDs (um) MBfiat (LM) MBsphere (1mM)
Z5, Obligue Astigmatism 0.76 1.90 0.42
Z6, Vertical Astigmatism -5.12 -44.28 -15.80
Z1, Vertical Coma -0.36 -1.98 -0.40
Z8, Horizontal Coma -0.10 0.55 0.11
Z9, Vertical Trefoil 0.32 1.01 0.25
Z10, Oblique Trefoil -0.05 0.29 0.06

Z11, Spherical 0.04 0.63 0.17
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Z5:711 Total RMS Diff 5.20 44.39 15.80

The total Zernike term RMS departure, for low order terms Z5-Z11, from the INT for MIDs, MBiat,
and MBsphere Surfaces were 5.20 um, 44.39 um, and 15.80 pm, respectively. The MID method was
thus able to reduce the reconstruction difference for a deflectometry measurement from an
interferometer measurement of the same optic by a factor of nearly 10 when no model is provided,
and by roughly a factor of 3 when a best fit base surface model was provided. The reconstructed

surface maps, with increasing Zernike term removal, are shown in figure 6.
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Figure 8. The reconstructed interferometric surface map (1 col), MID
method with 6 iterations (2" col), and non-iterative traditional
reconstruction with a flat UUT model (3 col) and a 200 mm RoC base
sphere model (4" col) method had Zernike terms 1-4 (top row), 1-6
(middle row), and 1-11(bottom row) removed to compare error
contribution from low spatial frequency. (Note: Excess fringe density led
to missing data in the interferometric map).
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The MID technique resulted in a surface which more closely matched the interferometric
measurement when compared to a traditional non-iterative technique for model-free deflectometry
surface reconstruction. Particularly at the low spatial frequencies it achieved more similar results
to the interferometric measurement. Small uncertainties in geometrical knowledge of the positions
of all components contributed to some of the residual astigmatism and coma in the MIDe
reconstructed surface, as demonstrated by the simulation of the test. However, the MID method
improves the well-known low order accuracy issues of traditional deflectometry while maintaining
the advantage of a large dynamic range, when compared to interferometry. The effect of dynamic
range is particularly clear for this UUT, which suffered from missing data regions in the measured

interferometric map due to the inability to obtain a null over the entire surface.

In summary, the MID method was shown to provide significantly improved reconstructed accuracy
for freeform surfaces measured by a deflectometry system when no accurate surface model exists.
The technique can readily be applied for any deflectometry case when a deflectometry system has
measured an optic. A novel deflectometry configure which addresses the need for testing convex

freeforms is investigated in Section 2.2.
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2.2 Infinite Deflectometry for Creating a 2 Steradian Measurement VVolume

Historically deflectometry has provided precision metrology to optics with a concave base shape. However,
this leaves out more than half of the optics spectrum, thus a need for deflectometry of flat and convex optics
exists. This is especially true for freeform convex optics, as interferometry typically may require stitching
for accurate measurement of a convex surface, which, for a freeform convex optic, can require complex
configurations and multiple custom CGHs. By creating a virtual source enclosure around an optic under
test, deflectometry can readily measure up to highly convex freeform surfaces. By leveraging modern
sources in a unique configuration known as Infinite Deflectometry, optical quality testing of any UUT
surface, from concave to convex in base shape, can be achieved, thereby extending deflectometry as a
freeform metrology device. The following Sections 2.2.1-2.2.4 are a summary of an article published in the

journal Optics Express, Appendix B.

2.2.1 Source Enclosure for Extended Slope Dynamic Range

The slope dynamic range of a deflectometry system is defined as the measurable surface slope
range on the UUT surface which can be measured given the size and position of the camera and
source. It can be more easily understood if the system is traced in reverse, taking a ray from the
camera pupil and tracing it to the UUT surface. Based on the surface slope, the reflection angle of
the ray can be determined using the law of reflection and can be propagated to the source. If the
ray intercepts the source, the slope of the UUT can be measured. For concave optics, by placing
the camera and source near the center of curvature, a near one to one imaging condition is met,
allowing for all pixels in the camera pupil to be traced to the UUT surface and to return to a small
focused bundle near the center of curvature of the mirror. Thus only a small source area is required
for testing. However, for convex surfaces, this is not the case, as rays traced to the surface of the
UUT come to a virtual focus, and instead in image space diverge, thus requiring a potentially
infinitely large source. The ray path for rays traced from a deflectometry camera to a concave and

convex UUT is shown in figure 7.
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Figure 9. For a traditional deflectometry system, the required source area
for testing the slope range of a UUT can be determined by tracing rays
from the camera, reflecting them from the UUT, and tracing to the source.
For a concave UUT, if the camera and screen are placed near the UUT
center of curvature, only a small area on the screen is required for full
aperture testing. The same setup for a convex UUT fails to test the full
aperture of the UUT.

One approach to a deflectometry test of a convex or freeform object is to surround the UUT with
a source enclosure using projectors to project a phase-shifting deflectometry pattern on the walls
of a room. This technique, known as Cavlectometry, was able to reconstruct low spatial frequency
features of freeform objects, including a car hood an even a teapot [33]. Due to the inherent optical
aberrations in a projector system, as well as other systematic errors, the method is unable to achieve
optical quality reconstruction, particularly of high-frequency surface shapes. Therefore, it is
desirable to achieve the same source enclosure but with a higher quality source.

This is achieved in the method known as Infinite Deflectometry. The approach places the UUT on
a precision rotation stage and tilts a high-resolution modern LCD source over the UUT. A camera
is mounted in place over the UUT and is focused on the UUT surface, as in a traditional
deflectometry test. The UUT is then clocked at several positions through a full 2 radians. This
process can be thought of as clocking the screen around the UUT instead, creating a virtual screen
at each clocking position. At each clocking position, a phase shifting deflectometry measurement
can be performed, measuring a different area on the UUT. By combining all the individual
deflectometry measurements, a virtual source enclosure is created around the UUT, forming a tipi

shaped 2m-steradian measurement volume around the UUT. The base system configuration, as
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well as a ray trace showing where individual rays strike intercept the source enclosure at each

clocking position is shown in figure 8.
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Figure 10. Infinite Deflectometry relies on mounting a UUT on a precision
rotation stage and tilting a high-resolution screen over the surface. A
camera is mounted above the UUT (a). The UUT is then clocked, which
creates a series of virtual screens around the UUT. By considering all the

virtual screens together, a ‘tipi’ like virtual source enclosure is created
around the UUT (b).

At each clocking position, at least some portion of the UUT aperture is measured, resulting in a
raw deflectometry data for every clocking position. This raw data is converted to local slope
measurements of the measured portion of the UUT aperture for every clocking position. These
sub-aperture local slope maps are then converted to a cohesive full-aperture local slope map of the
UUT. This is done by performing a linear interpolation of the data, after first removing the piston
and tip/tilt of the local slope maps to better assure proper stitching. Note that the removal of piston
in slope domain removes tip/tilt in the surface domain, while tip/tilt in slope domain removes
power and astigmatism in the surface domain, thus, these features cannot reliably be represented
in the reconstructed surface when using this stitching methodology. The final full-aperture local
slope map is then integrated using a Southwell integration to reconstruct the full aperture surface
map. Figure 9 demonstrates the flow down chart from the raw data output from an Infinite

Deflectometry measurement of an optic to the final reconstructed surface.
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Figure 11. An Infinite Deflectometry takes a deflectometry measurement
at N clocking positions of a UUT, resulting in at least a partial
measurement of the UUT aperture. This raw measurement data, which
consists of the camera, screen, and UUT positions at each clocking
position, is converted to local slope maps at each clocking position. A
linear interpolation is performed to combine the individual clocking
measurements into full aperture local slope maps, which are then
integrated to reconstruct the surface across the full aperture.

This combined hardware and software process described the entire Infinite Deflectometry process.
The method enables measuring concave to convex standard and even highly freeform surfaces.
Sections 2.2.2-2.2.3 describe measurements of a fast-convex spherical optic as well as a highly
freeform Alvarez lens surface. The hardware for the Infinite Deflectometry system featured a Point
Grey Flea3 camera (Model # FL3-U3-32S2M-CS), which has a 2.5 pum pixel pitch. The source
was an Apple iPad Pro (Model # A1670) which measured 262.85 x 197.04 mm and had 2732 x
2048 pixels, with a 96.2 um pixel pitch. The UUT was positioned on a custom 3D printed mount,
which fit into a Klinger motorized rotary stage (Model # DP179), driven by a Leadshine digital
stepper driver (Model # EM402).

2.2.2 Measurement of a Fast F/1.26 Convex Spherical Optic

A fast f/1.26 50 mm diameter convex sphere was measured using the previously described Infinite
Deflectometry system. Additionally, the surface was measured on a Zygo Verifire commercial
interferometer, using an f/0.75 reference sphere. The resulting measured UUT area in the base
configuration of the Infinite Deflectometry setup, as well as the best null of the UUT on the

interferometer are shown in figure 10.
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Interferometry

Infinite Deflectometry £/0.75 Reference Sphere

Figure 12. A fast f/1.26 convex sphere measuring 50 mm in diameter was
measured using Infinite Deflectometry and interferometry. The Infinite
Deflectometry setup measured only a portion of the UUT aperture in the
base configuration, demonstrating the need for multiple clocking positions
(@). The interferometry used a f/0.75 reference sphere and was able to only
measure a 45.29 mm aperture on the UUT (b).

The test of the spherical optic served two primary purposes; determining the effect clocking steps
has on reconstruction accuracy and determining in an absolute sense the best possible
reconstruction accuracy for the given system. To measure the impact the number of clocking steps
has on reconstruction accuracy multiple tests were performed at 6, 45, 90, and 180 clocking
positions of the UUT using the Infinite Deflectometry system. Additionally, the 180-clocking
position test was used as the best-case performance for the Infinite Deflecomtetry system. This
allowed for a verification of the accuracy of surface reconstruction. It should be noted that because
the interferometer could only measure a 45.29 mm diameter inner aperture of the UUT, the
comparison is only considered for this inner aperture, and not the full 50 mm aperture measured
using the Infinite Deflectometry system. Further, piston, tip/tilt, and defocus, corresponding to
standard Zernike terms 1:4, were removed from both the interferometric and ID measurements, as
neither system as configured can accurately measure these terms. Additionally, comparisons were
made after standard Zernike terms 1:6 were removed, after terms 1:21 were removed, and after
terms 1:37 were removed. These resulting reconstructed surface maps are referred to as IDZ for
the Infinite Deflectometry maps and INTY# for the interferometer measurement maps, where Z

refers to the highest number of standard Zernike terms removed and R refers to the number of
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clocking steps used in the Infinite Deflectometry test. Figure 11 demonstrates the reconstructed

Infinite Deflectometry surface maps.
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Figure 13. Infinite Deflectometry requires the UUT is clocked through a
full 27 rotation. This allows for creating a virtual source enclosure around
the UUT, enabling a full aperture surface reconstruction. However, it is
important to understand how the number of clocking steps impacts
reconstruction. With increasing clocking steps from 6 (left column) up to
180 (right column) there is a significant difference in reconstructed
surface. Further, while only removed Zernike terms 1:4 (top row) shows
minor difference, with increasing term removal up through 1:37 removed
(bottom row) it is evident that too few clocking positions leads to
inaccuracies in the reconstructed surface. This is most likely due to
stitching errors. This is most apparent for the 6 clocking position case with
37 terms removed, in the bottom left corner.

It is apparent that significant errors in the surface reconstruction are present with too few clocking
position steps. This is most likely due to a stitching error. For the case described, the spherical
optic exhibits significant non-linear reflecting between the central line of the optic relative to the
edges of the testable area. Further, any systematic errors, such as uncertainty in the base position
of the camera, UUT, or screen, are known to lead to reconstruction errors. However, such

uncertainties typically manifest as tip/tilt or power errors. Thus, the edges of the tested region will
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exhibit the greatest absolute deviation from the true surface slope. For two sub-aperture maps that
are stitched together, this means that there will be a large error between the two overlapping areas,
whose magnitude grows as the extent of the stitching area grows. Thus, for the 6 clocking term
scenario, there are significant issues across all spatial frequencies, but most important is the
obvious six spoke-wheel high frequency pattern, representing the misalignment at the stitching
phase of the 6 individual sub-aperture slope maps. This issue is mitigated by using many clocking
positions, thereby shrinking the sub-aperture test area and mitigating mis-alignment issues and
non-linearity problems. This is apparent as such high-frequency spoke-wheel type errors are not

present in the 180-clocking position test.

Considering the best-case performance of the Infinite Deflectometry system as configured, the
180-clocking step test was compared with the interferometry measurement of the UUT. It was
important that not only low spatial frequencies, such as coma and trefoil, are accurately
reconstructed using Infinite Deflectometry, but also that high spatial frequency features are also
measurable, as the surface smoothness can be a key parameter for freeform optics. Figure 12 shows

the 180-clocking position reconstruction as well as the interferometry measured surface.
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Figure 14. A fast f/1.26 convex spherical optic represents a classically
challenging to test convex optic. This surface was measured using an
Infinite Deflectometry system with 180 clocking positions (top row),
which measured the full 50 mm aperture, as well as using a Zygo Verifire
interferometer (bottom row) which measured a limited measurement area
of a 45.29 mm diameter aperture on the UUT. Zernike terms 1:4 (1%
column column), 1:6 (2" column), 1:21 (3 column), and 1:37 (4"
column) were removed for both reconstruction maps.
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As an additional comparison, the surface sag RMS values of both the Infinite Deflectometry using
180 clocking steps reconstructed maps ID}Z , and the interferometric maps, INT*, with Z
standard Zernike terms removed, are reported in Table 4. Again, please note that for an accurate
and fair comparison, the were only determined over the common 45.29 mm diameter central

aperture

Table 4. Surface Sag RMS of 45.29 mm Diameter Central Aperture on f/1.26 50 mm Diameter
Convex UUT from ID and INT Surface Sag Maps.

Surface Map Surface RMS Surface RMS Surface RMS Surface RMS
Zernike Terms 1:4 Zernike Terms 1:6 Zernike Terms Zernike Terms 1:37
Removed (nm) Removed (nm) 1:21 Removed Removed (nm)
(nm)
INT 462.04 447.69 53.71 1848
[D180 477.34 431.49 56.00 16.26

The ID}% and INTY:Z maps are in close agreement across spatial frequencies. For low spatial
frequency features there is good agreement. Additionally, as higher terms are removed, as in the
DI/ and ID15 cases, there is good agreement, and the RMS surface sag values were within a
few nanometers of one another. There are residual differences, however, these are most likely
explained by two things. The standard problem of systematic errors arising from uncertainties can
affect reconstruction accuracy, and typically most strongly affect low spatial frequency terms.
Additionally, the high number of clocking positions and stitching results in several overlapping
areas, as well as some minor uncertainty in the rotation stage used, which together result in an
apparent smoothing of the reconstructed surface. This is most clear at high spatial frequencies.
Lastly, it appears that the Infinite Deflectometry measurement resulted in some smoothing of

reconstructed surface features, which may partly result from the stitching process.

2.2.3 Full Aperture Measurement of Highly Freeform Alvarez

An Alvarez is a complex optic which is composed of two complementary phase plates, which are
defined by a third order polynomial. By displacing the plates by equal and opposite amounts,
defocus can be adjusted, creating a variable power element [43]. The surface of the

complementary phase plates can be highly freeform in nature and has presented a particularly
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challenging surface to both fabricate and measure. Alvarez lens’ were invented in the early 1970’s,
with applications found in visual optics, and more recently have begun to be fabricated over
circular apertures [44]. With recent advancements in materials and fabrication processes,
particularly CNC diamond turning methods, it is now more feasible to create an Alvarez lens,
although, without a custom null CGH, metrology is still quite challenging. Thus, this optic

presented an ideal case for testing the capability space of the Infinite Deflectometry system.

To this end, an Alvarez lens was designed and fabricated on a PMMA disk which measured 1 inch
in diameter. The optical surface, where the third order polynomial terms were generated, measured
only 6 mm in diameter. The optical surface was designed to have 17 um of Zernike term Z8, which
represents horizontal coma, and -17 pm of Zernike term Z10, which represents 45° trefoil. Only
one of the pairs of complementary surfaces was selected for testing. Further, because no custom
null existed or could be purchased for measuring the optic, it had been untested since
manufacturing. Several attempts were made to obtain an interferometric measurement using a best
matching available null optic; however, the fringe density exceeded the capabilities of the available

commercial interferometer.

The lens was placed in the Infinite Deflectometry system and measured using 180 clocking
positions, after which the surface was reconstructed. The reconstructed surface was compared to
the designed theoretical surface. However, the manufacturing process is highly challenging, and
the true generated surface potentially deviated significantly from the designed surface. Thus, as an
additional reference, a profile of the surface was obtained using a contact-type KLA-Tencor
Alpha-Step D-500 profilometer to measure a surface profile of the Alvarez lens. The resulting
profile was compared to the same (within a reasonable uncertainty tolerance) profile of the
reconstructed surface from the Infinite Deflectometry measurement. For both profiles the mean

measurement value was removed to allow for direct comparison.

The resulting reconstructed full aperture surface map of the Alvarez lens optical surface, as well
as the design surface, is shown in figure 13. In absolute terms the RMS value with piston, tip/tilt,
and power removed was 24.02 um in the reconstructed surface, as compared to 24.04 um in the

designed surface.
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Figure 15. An Alvarez lens is a useful complementary phase plate optic
which has a third order polynomial shape imparted on both plates. By
displacing one plate relative to the other, defocus can be adjusted. Such an
optic was generated on a PMMA plate, with a 6 mm optical aperture. The
highly freeform shape was successfully measured using Infinite
Deflectometry, and the reconstructed surface (left) was compared to the
designed surface (right). It should be noted the extreme shape variation,
measuring ~150 um peak to valley across a small 6 mm aperture made
metrology with other techniques such as interferometry impossible
without a custom null optic.
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Standard Zernike terms 1:37 were fit to the reconstructed surface map and were compared to the
designed theoretical Standard Zernike terms. The RMS surface deviation from ideal design was
2.75 um with Zernike terms 1:4 removed, 1.78 pum with terms 1:8 removed, 178 nm with terms
1:21 removed, and 160 nm with terms 1:37 removed. Figure 14 demonstrates the fit Standard
Zernike terms from the reconstructed surface and the designed surface.
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Figure 16. Fitting Zernike terms represents an ideal way to compare the
measured surface to the ideal designed surface for an Alvarez lens, which
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is designed to have known discrete amounts of third order (Zernike)
polynomials. Zernike terms 1:37 were fit to the Infinite Deflectometry
(ID) reconstructed surface, and the designed Z8 and Z10 terms are were
compared to the measured terms.

The independent verification of the measured surface, as performed by measuring a profile of the
surface with a touch profilometer and comparing it to a matching profile from the reconstructed
surface map from the Infinite Deflectometry measurement is shown below in figure 15. The
absolute surface height of both profiles, as well as the difference between the profiles is shown.
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Figure 17. Due to the challenging shape of an Alvarez lens, there is no
guarantee that the fabricated surface matches the designed surface.
Therefore, guiding metrology is performed during the fabrication period.
Thus, as an independent verification a profile of the manufactured Alvarez
lens was performed with a touch profilometer and compared to the profile
of the Infinite Deflectometry reconstructed surface (left). The absolute
difference between the two profiles was also determined (right).

The Infinite Deflectometry system reconstructed surface closely matched the designed surface.
Zernike terms Z8 and Z10, the designed third order polynomials used to generate the Alvarez lens,
were the most significant terms present in the reconstructed surface. Other minor residual terms,
particularly Z5 and Z6, which represent astigmatism, as well as Z9, which represents vertical
trefoil, were also present in the final reconstructed surface. It is unclear why the astigmatism
persists and may hint at some minor flaw in implementing the Southwell integration, as the
removal of tip and tilt in the slope stitching phase should negate astigmatism in the reconstructed

map. When compared to the profilometer measurement however, the results were in even closer
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agreement. The RMS difference between the two profiles, with piston, tip and tilt removed was

only 488 nm.

In summary, Infinite Deflectometry was able to extend deflectometry to provide full aperture
reconstruction of up to convex optics, both standard and freeform in shape. Importantly, the
method can reconstruct the surface including high spatial frequency shapes, which had historically
not been possible for a full aperture convex optic deflectometry measurement. This capability
greatly improves freeform metrology capabilities by providing an additional metrology tool that
can readily measure the increasingly complex surface shapes of freeform optics. Finally, a
technique which improves the testing of freeform diffuse (in the visible spectrum) optics is

investigated in Section 2.3.
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2.3 Time Modulated Infrared Deflectometry

As the use and complexity of optics has grown, the demand for a more efficient fabrication process
has also increased. The grinding phase of optics, during which the surface can take on a highly
freeform shape as areas are grinded away, presents an ideal convergence period. If properly guided,
the total fabrication time of an optic can be significantly reduced. However, during the grinding
period, the optical surface is highly diffuse, thus visible light deflectometry, or even visible
interferometry, are unable to test the surface. Further, the grinding phase of optics represents only
one area of diffuse optics that require testing. New materials and optical designs call for diffuse
optical surfaces that must accurately be measured. Infrared deflectometry has, within the past
decade, accomplished high accuracy surface measurements of various diffuse optics by using a
tungsten ribbon operating as a pseudo-blackbody line scanning source for infrared
deflectometry [21,37]. However, a tungsten ribbon type source has power limitations, spatial
uncertainty both via mechanical deformation and emission pattern changes, as well as temporal

uncertainty.

To address these issues, a long wave infrared temporally modulated integrating cavity (LITMIC)
source was developed. The source features and emission area which is stable and known to
machining precision, and the spatial emission pattern is highly uniform and temporally stable. The
use of a time modulated signal allows for better signal to noise results. Further, the issue of minor
fluctuations in the background thermal radiation of a scene, which not only negatively impacts
infrared deflectometry of standard optics but has made testing of optics under thermal load
impossible, is well handled by the new source. The following Sections 2.3.1-2.3.5 are a summary

of an article submitted to the journal Applied Optics, Appendix C.

2.3.1 Infrared Deflectometry Sources

Deflectometry requires a specular reflection to occur at the surface of a tested optic to properly
measure the surface. However, many optics have surfaces which do not specularly reflect visible
light, which is commonly used not only for deflectometry but for other metrology methods, such
as interferometry, as well. Many optics, including freeforms, are fabricated by grinding a base
material towards the final desired surface shape with successively finer polishing grits. This

process is usually described in two phases: the grinding phase, where the surface roughness can
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range from hundreds of microns RMS down to ~ 1 um RMS, and the polishing phase, where super
fine polishing tools are used to create a smooth final surface. Traditionally, to test during the
grinding phase, a rough surface must be polished and then tested using visible metrology methods.
However, the requirement of intermittent polishing between grinding runs greatly extends
fabrication time, adding costs and reducing efficiency. Beyond grinding phase optics, there also
are a large range of freeform optics which are designed to have rough diffuse surfaces or have
coatings or are made from non-specularly reflective materials. One final area of freeform optics
which is seeing exponential growth, but where testing still proves challenging, is that of solar
collector optics. Many designs call for parabolic trough designs, while others used complex non-
axisymmetric collection designs. In either case, the surface of such optics can be diffuse if the
material is not coated, and infrared testing can be required. Testing the base shape of such optics
is possible with infrared testing. However, testing the shape while under thermal load is historically
impossible, as the background radiation can wash out the signal from a test system, and the thermal

radiation levels are prone to fluctuate, making removal of background signals impossible.

Early work on infrared deflectometry utilized a line source, made using a heated tungsten ribbon,
which was scanned in orthogonal directions, coupled with a long-wave infrared (LWIR) camera.
Such a system has been used extensively in freeform testing of diffuse optics [21,37,38,45,46].
However, the tungsten ribbon has some innate physical characteristics which add uncertainty to
the test system and limit reconstruction accuracy. The ribbon material can experience large
temporal fluctuations, non-uniform spatial emission, and limited power output. Additionally,
because the source is a static one with a relatively large thermal mass, it is challenging to
accommodate dynamic noise and thermal fluctuations during a test. This presents a serious
problem for infrared testing, as all bodies in and out of scene will radiate some infrared light adding
to background light levels. However, more challenging is that the radiant flux may change during
the test, thereby invalidating the ‘background’ images captured pretest. One example of this is a
localized heated ‘tail’ that can be left in the air from the scanning ribbon. Any signals which are
not directly from the rectangular emission pattern (if the source is a line source) will lead to
inaccuracy in conversion of the raw signal data to screen coordinates, performed using a
centroiding process, which will then lead to errors in the surface reconstruction. It is key to note
that static shifts which systematically skew the centroid, such as a ‘tail’ or another emission source

which doesn’t fluctuate during the test, will add low frequency reconstruction errors, and may be
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removable via proper calibration. High frequency shifts however, such as those caused by a
fluctuating signal from the source, will lead to high spatial frequency reconstruction errors which
are difficult to impossible to isolate from a real signal. When considered holistically, because
freeform optics are an arbitrary shape, any uncertainty in the reconstruction becomes highly
detrimental as it can be impossible to known if the reconstruction is true or has error, and every

nanometer is important to guiding and verifying the true freeform shape.

To address both the physical limitations of a traditional infrared deflectometry source, and to
expand testing possibilities to more dynamic scenes and surfaces under thermal load, a new source
was created which is a long-wave infrared time-modulated integrating cavity (LITMIC) source.
The source is an integrating box design which features a precision machine cut emission slit. The
geometry of the slit is stable over time, and known to machining precision, and the spatial emission
is optimized to be uniform over the slit. Several small resistive heating elements are used to input
light into the cavity and offer high temporal stability and a long lifetime (10,000 hours). Most
importantly, however, is that the emission is temporally modulating, achieving an 80% contrast
ratio at up to 1 Hz. In doing so, active signal isolation can be performed throughout testing,
allowing for dynamic removal of background thermal radiation that enters the scene, and therefore

providing a higher signal to noise ratio.

The LITMIC source can be created out of any high reflectivity, stable and machinable material.
However, for ease of fabrication an aluminum block was used to create the cavity. It should be
noted that aluminum does not represent the ideal interior cavity material; instead, a material such
as gold or silver, which feature high reflectivity and lower emissivity, would be an ideal material
to coat the interior of the box in. LightTools was used to optimize the interior dimensions of the
cavity, the heating elements locations, and the interior surface roughness (3.4 um RMS) to achieve
uniform emission at the exit slit, while also achieving non-direction output over roughly 2x
steradians. Figure 16 demonstrates the CAD model of the design and the emission pattern as

simulated in the LightTools at the exit slit.
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Figure 18. An aluminum integrating box was designed and optimized to
make an infrared source. The box was designed to have 20 input source
ports, where small, high emissivity, modular and time-modulating infrared
cap sources were input in the final built box. An emission exit slit, where
light would leave the box, was designed to match the dimensions of a
comparison tungsten ribbon infrared source (a). The optimized design was
modeled in Light Tools, where the irradiance at the surface of the box was
simulated to assure high uniformity across the exit slit (b).

2.3.2 Infrared Deflectometry Sources Radiometric Modeling

The radiometric properties of a traditional tungsten ribbon based source have been well
documented [47]. The LITMIC source has similar radiometric properties as a tungsten ribbon, in
that both are well described as pseudo-blackbody sources. For the presented study, both sources
feature identical emission areas and are linearly scanned, which results in a signal vs. scanning
position raw data output from the camera for a test. This raw data is centroided to determine the

coordinates of the source which resulted in excitation of a given camera pixel.

As has been described previously [21,48,49], the centroid uncertainty, o, as determined from error
propagation when only noise is considered, is determined from the recorded intensity response width, w,

the number of samples taken, N, and the SNR, as shown in equation 1:

T =JNsve -~ WN Psig/NEP’

Where Psig refers to the signal power and NEP is the noise equivalent power. The centroid

uncertainty can be directly related to the slope uncertainty, as show in equation 2:

~ 7
AS:ZZ,[Z]
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Where Z refers to the distance from the source to the UUT in the test setup. The signal power in
equation 1 is determined from the reflected radiance, Lret, the diameter of the camera aperture, Dap,
the source width, wsc, and the camera focal length, f, as shown in equation 3:

Psig = ToLrefAimeix = ToLref (WscDap) A;)_;'x, [3]
Where the reflected radiance, Lrer, is determined from the source radiance, Lsc. The value is scaled

by the reflectivity of the UUT, ru, and the relative reflectance due to rough surface scattering, rs.

The reflected radiance is given by equation 4:

Lref =Nl Lsrcel [4]

The source radiance of the tungsten ribbon and LITMIC source are unique to each source. The

source radiance of the tungsten ribbon, referred to as Lsrc_ribbon, i given by equation 5:

L _ e’ O‘;—14- Pribbon [5]
srce_ribbon — A '
srce

Where the total power from the power supply, Priobon, must be scaled by the emissivity of the
source over the given radiation band of 7-14um, &, which is 0.10 [47,50,51]. As configured for
testing, the power draw was approximately 2.1 W (2.2 A, 0.95 V), with an operating temperature
of 440 °C. The portion of the total radiation in the 7-14 um band, referred to as o, _, 4, is determined
using the Stefan-Boltzmann law. Finally, the solid angle is calculated from the solid angle a plane
source radiates towards a hemisphere, given by m = 3.14 rad, while the surface area of the source,
Asre, is directly taken from the source geometry. While similar in structure, the source radiance of

the LITMIC source, Lsrc_cavity, has some key differences, as shown in equation 6:

L _ b ESaf_14 NPeap
srce_cavity — Te

TAsrce ! [6]
Unlike the tungsten ribbon source, the input power is calculated from the power per cap source,
Pcap, Which for the designed cavity was approximately 0.35 W (23.8 V, 14 mA), with a temperature
of 450 °C, and must be scaled by the total number of caps used as inputs into the cavity, N, which
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for the presented design was 20. The emissivity and radiation are given as e“and a5_,,
respectively. Lastly, the total output radiance from the cavity must be scaled by the reflectivity of
the cavity interior, rc, which for bare aluminum at the operating temperature is approximately
0.93 [52], for every bounce of a ray. For simplification, the average number of bounces a ray takes
from the cap source to exiting the emission slit, given by b, was used to scale the reflectivity. This
value was determined for the given design as approximately 46, as calculated in the LightTools

model.

It should be noted that the power used for both sources can be scaled using careful engineering,
however, there is a fundamental limit to the possible input power. For the tungsten ribbon, the
source will fail above a certain power threshold. Below that threshold, as more power is added,
the source emission will shift to high energy, resulting in shorter peak wavelength emission, which
is non-ideal for rough surface testing. The LITMIC source power can be scaled by increasing the
number of input caps used. Again however, above a certain threshold, the input energy will become
too great for the interior cavity. Other ways to increase power include improving the interior cavity
reflectivity and cooling the interior cavity. The parameter values for the as designed and

manufactured LITMIC source, as well the tested tungsten ribbon, are provided in table 5.

Table 5. Source Parameters for Radiometric Modeling of Scanning Line Source Infrared
Deflectometry

Parameter Notation Value Unit
Tungsten Ribbon power total consumed | 2.10 w
Single cap power total consumed P.as 0.35 w
Tungsten Ribbon Radiation in 7-14 um band of_14 0.28 N/A
Cavity Radiation in 7-14 um band 5_14 0.28 N/A
Tungsten Ribbon Source Emissivity e’ 0.10 N/A
Cavity Source Emissivity ¢ 0.90 N/A
Cavity Reflectivity (Bare Al) 7, 0.93 N/A
Cavity average ray bounces b 46 N/A
Source surface area (for both sources) Age 1440 mm?
Ribbon source radiance Lgrce ribbon 1.36 x 1075 W/mm? /sr
Cavity source radiance Lorce cavity 1.38 x 1075 W/mm?/sr

Finally, please note that fine tuning of the applied power to each source was adjusted in final
testing to achieve similar power counts on the camera. This allowed for a more direct one to one

comparison of the sources.
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2.3.3 Infrared Deflectometry Testing with LITMIC Source

An infrared deflectometry system featuring a long-wave infrared camera and a scanning stage with
a source mount that allowed for easy and repeatable mounting was created on an optical bench. A
traditional tungsten ribbon source and the LITMIC source described were mounted separately and
an infrared deflectometry measurement of several optics was performed with each source. Please
note that the radiant flux from both sources was designed to be similar, and fine tuning of the
source power was performed to achieve similar counts from the LWIR camera. Further, identical
camera settings were used for all measurements. In this way, the infrared deflectometry system
and UUT were held identical between the tungsten ribbon and the LITMIC sources.

The optics measured were diffuse optics which could not be tested using visible deflectometry.
The first optic was a 2-inch diameter ground glass flat sandblasted with 1500 grit, referred to as
Glass'®®, while the second optic was a 3-inch diameter aluminum blank, which was tested at room
temperature and under thermal load, after the temperature was raised to 150°C, referred to as
Alroom and Aliso respectively. The surfaces of both optics were measured using a Zygo NewView
8300 Interference Microscope, and the surface roughness of the Glass®*® optic was found to be
127.89 nm RM while the Alroom Optic had a surface roughness of 102.53 nm RMS.

Five sequential measurements were performed for each optic using each source, and the mean peak
signal power recorded from the UUT across the sequential measurements was determined, as well
as the standard deviation in peak power across the measurements. The mean peak noise recorded
from the background, as well as the standard deviation in peak noise power across the
measurements was also determined. Finally, the centroiding repeatability was also calculated and
is directly proportional to the signal power standard deviation. For the tungsten ribbon source,
several background images were captured prior to turning on the source, and an average
background image was determined and subtracted from all subsequent measurement images with
the scanning source turned on. For the LITMIC source, several images were captured at each
scanning position with the source flickered on and then off, and the ‘off” images were directly
subtracted from their corresponding ‘on’ images. Figure 17 demonstrates the two optics measured

using the infrared deflectometry systems.
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Figure 19. A 2-inch diameter rough ground glass flat, referred to as
Glass®®, (left) and bare aluminum flat, referred to as Alroeom, (right) were
selected for measurement due to their diffuse nature, making infrared
deflectometry and ideal metrology method. The surface roughness of both
optics was measured using a Zygo NewView 8300 Interference
Microscope. The ground glass surface featured a surface roughness of
127.89 nm RMS while the bare aluminum surface roughness was 102.53
nm RMS.

To measure the temporal behavior of both sources a LWIR camera was focused onto the sources.
Over a 30-minute period, an image was recorded of both sources every 10 seconds, and the
temporal behavior was analyzed. The mean peak power for pixels imaging the sources over the
30-minues was determined, as was the standard deviation in the peak power. Additionally, the
mean peak noise and the noise standard deviation over the 30-minute recording interval was

determined for both sources.

To measure the spatial emission behavior of the sources, an image of the sources when turned on
was captured. A profile across the source was then calculated from the image to analyze the signal

power counts.

2.3.4 Source Temporal Stability and Spatial Profile Results

The recorded images of the tungsten ribbon and LITMIC source as captured using a LWIR camera
focused onto the source planes is shown in figure 18. The traditional tungsten ribbon source
displays a more gaussian profile, with a peak signal near the center. Additionally, two smaller
peaks are visible outside of the main ribbon profile which are caused by localized resistive heating
in the screws which are used to mount the ribbon. The LITMIC source features more of a flat top

profile with fall off near the edges. The edge fall off is expected, as the signal on the detector is
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the result of a convolution of the rectangular source with the circular camera pupil, therefore some
roll on and roll off is expected.

Tungsten Ribbon Integrating Cavity

180

Mounting
Screw

90

Camera Pixel Signal Power (A.U.)

0

Horizontal Pixel Horizontal Pixel

Figure 20. The source geometry is a key parameter in a deflectometry

system. For the designed infrared deflectometry test system, and image of

the tungsten ribbon (a) as well as the integrating cavity (b) sources was

captured using the system camera through focused onto the source through

a flat mirror. Observing a profile of the source for the tungsten ribbon (c)

and the LITMIC (d) sources, it is seen that the average signal power is

similar, but the source profile geometries are quite different, where both

should ideally form a flat top rectangular shape.
The average source signal over a 30-minute period as recorded by imaging the tungsten ribbon
source and the LITMIC source every 10 seconds is shown in figure 19. It can be observed that the
traditional tungsten ribbon source exhibits rapid thermal fluctuations, with a signal standard
deviation being 2% of the total peak power, and the peak to valley variation being 12% of the peak
power. The LITMIC source exhibits a standard deviation of 0.5% of the total peak power and a
peak to valley variation of approximately 2% of the peak power. The noise only fluctuated by

~0.4% of the total peak power.
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Figure 21. High temporal stability is essential for a deflectometry source,
as any fluctuations in the radiant flux directly impacts the recorded power
by the camera pixels, which leads to reconstruction error. Over a 30-
minute period, with samples taken every 10 seconds, the camera detector
pixel signal of the tungsten ribbon source (dotted black line) and the
integrating cavity source (solid blue line) were recorded, to determine
temporal stability of both sources.

The time averaged camera signal from both sources, referred to as signaltime-mean, along with the
standard deviation of the peak signal power, referred to as signaltime-sta, Was calculated from the
temporal measurement. Additionally, the peak-to-valley signal value for both sources, referred to
as signalpy was calculated over the 30-minute imaging period. Lastly, the time averaged
background signal and the standard deviation over the 30-minute measurement period is also
reported for both sources, referred to as Noisetime-mean aNd NOISEtime-sta respectively. The full statistics
of the temporal study are provided in table 6.

Table 6. Temporal Stability of Tungsten Ribbon and Integrating Cavity Sources

Source signaltime-mean signaltime-std NOiSetime-mean NOIiSEtime-std signaltime-pv
(AU) (AU) (A.U) (A.U) (A.U)

Tungsten 95.72 1.97 72.39 0.45 11.10

Ribbon

LITMIC 93.21 0.53 73.32 0.43 1.82

2.3.5 Testing of Rough Optics with Infrared Deflectometry

To measure the high frequency surface shapes of the tested rough optics the raw output data was

processed and used to reconstruct the surface map. Standard Zernike terms 1:37 were removed
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from all reconstructed maps, allowing for clear observation of only the high spatial frequency
terms. Figure 20 shows the reconstructed surface roughness maps of the Glass'®®, Alroom, and

Aliso surfaces.

Glass>%0 Alpgorm Alysg

Tungsten
Ribbon
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50.8 mm 76.2 mm 76.2 mm

Figure 22. Using both a traditional tungsten ribbon source (top row) and

the LITMIC source (bottom row), infrared deflectometry measurements

were taken and the surface reconstructed for the Glass®® optic (left

column), the Alroom optic (middle column), and the Aliso optic (right

column). For all maps, Standard Zernike terms 1:37 were removed to

observe the surface roughness, as represented by the high spatial

frequency terms. NOTE: Missing data regions in the tungsten ribbon

reconstructed maps arise from a lack of signal during testing.
The LITMIC source surface reconstruction measured the surface roughness of the Glass'®® as
156.63 nm RMS, the Alroom surface roughness as 93.78 nm RMS, and finally the Aliso surface
roughness as 106.65 nm RMS. The traditional tungsten ribbon surface reconstruction resulted in a
surface roughness of the Glass'®® surface of 132.33 nm RMS, while the Alroom Surface roughness
was measured as 95.63 nm RMS. The tungsten ribbon was unable to measure the Aliso surface.
Figure 21 demonstrates the surface roughness maps of the Glass**® and Alroom Optics, as measured
using the Zygo NewView 8300 Interference microscope, which measured the surface roughness

of the ground glass optic 127.89 nm RMS and the aluminum blank as 102.53 nm RMS.



58

Ground Glass Aluminum Blank
A Z
w
g
g p
= o
0 &
g =
0 =
\ A : i 4 W
¢ >

834.37um

Figure 23. A 2-inch diameter rough ground glass flat, referred to as
Glass'®0, (left) and bare aluminum flat, referred to as Alroom, (right)
surface roughness was measured using a Zygo NewView 8300
Interference Microscope. The ground glass surface featured a surface
roughness of 127.89 nm RMS while the bare aluminum surface roughness
was 102.53 nm RMS over a small 834X834 um square area over each

optic.
To measure the repeatability of both sources, the statistics across the same pixels imaging both the
UUT and the background noise were studied across the N=5 repeat measurements for all optics.
As an example, the signal throughout a full scan for all 5 repeat measurements of the aluminum

blank using the LITMIC source, as well as the average signal response, is shown in figure 22.
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Figure 24. Five repeat measurements were obtained for every source
configuration testing every optic. The five repeat camera signals for one
pixel imaging the Aluminum blank at room temperature during testing
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using the LITMIC source were plotted, along with the average signal
across the five measurements. For this test the mean peak signal recorded
was 21.84, with a standard deviation of 0.92, while the mean peak
background noise signal was 0.83, with a standard deviation of 0.30.

The full statistics, including the mean peak signal power, the standard deviation of the peak signal
power, referred to as signalmean and signalsw respectively, as well as the mean peak noise power
and mean peak noise standard deviation, referred to as noiSemean and noisesqy respectively are
provided below in table 7. The average signal to noise ratio, referred to as SNR, and the centroiding

error are provided as well.

Table 7. Source signal and reconstruction statistics using tungsten ribbon and LITMIC sources.

Source Optic signalmean  signalsta  NOISEmean + SNR Centroiding
(A.U) noisestd (A.U.) Error (scam step

size)

Tungsten Glass!® 4.68+1.92 1.28 +0.44 3.66 3.15

Ribbon

LITMIC Glass!s 5.32+0.94 0.70+0.26 7.60 0.75

Tungsten Alroom 22.68+1.17 4.74+0.27 4.78 2.25

Ribbon

LITMIC Alroom 21.84+0.92 0.85+0.30 25.69 0.67

LITMIC Alisg 18.44+0.81 0.89+0.27 20.71 0.68

While the LITMIC source and the traditional tungsten ribbon displayed similar peak signal power
for all tests, the standard deviation of the signal power was significantly different. Like the
temporal measurement, the LITMIC source resulted in a significantly smaller standard deviation
in peak source power across the five repeat measurements when compared to the tungsten ribbon.
Further, due to the unique signal isolation capability afforded by the temporal modulation of the
LITMIC source, the SNR of the LITMIC source was 2-5 times larger than the tungsten ribbon.
Finally, the LITMIC source resulted in a centroiding uncertainty that was approximately 1.5 mm,

while the traditional tungsten ribbon source had a centroiding uncertainty of 4-6 mm.

The temporally modulated LITMIC source demonstrates that the fundamental nature of the source

provides improved emission properties, both in terms of spatial uniformity and temporal stability.
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Additionally, the temporal modulation not only improves the signal-to-noise ratio for testing but
allows for testing optics under thermal load or in scenes where there may be background radiation
fluctuations. This can be essential for measuring freeform optics which are expected to operate in

a high-temperature environment, such as solar collectors.

It should be noted that the LITMIC source tested was not optimized from an engineering
perspective. By coating the interior of the cavity to achieve higher reflectivity and lower
emissivity, the output signal will be larger. Further, cooling the interior of the cavity using a Peltier
cooler is worth exploring to maximize contrast between the on and off states of the cavity.
However, overall the LITMIC source promises to expand freeform testing of diffuse rough surface

optics.
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3. Concluding Remarks

Extensive work was performed to introduce a reliable reconstruction method for deflectometry
testing of surfaces where an accurate surface map is unavailable. As discussed, this can be an issue
in the optics fabrication process, during which the surface shape may change rapidly and in a truly
freeform way between grinding runs. Additionally, there may be situations in which there is no
access to the ideal freeform shape of a fabricated optic, and thus some method to calculate an
accurate surface map is required. The model-free iterative deflectometry algorithmic approach
provides a solution for such cases. Modeling was performed which verified that with no systematic
error, the model-free approach is limited by machine precision in reconstruction accuracy. When
normal loose calibration methods are considered in the simulation, modeling for tens of microns
of positioning error and milliradians of tilt in all system components, the uncertainty in
reconstruction of the surface increased to what was experimentally observed. Finally, a complex
freeform optic, which had a spiral pattern imparted on a base sphere, was measured and
reconstructed using the model-free method. The results demonstrated that for a freeform surface,
the reconstruction accuracy using the model-free iterative deflectometry algorithm was more
similar to an interferometric measurement of the same optic than even a traditional best fit sphere
model reconstruction. This suggests that particularly for freeform optics, if an exact surface map

of the ideal surface is unavailable, the model-free technique can be highly useful.

While the model-free iterative deflectometry was verified by testing a concave surface, the infinite
deflecomtetry method expanded deflectometry to testing up to and including highly convex
freeform surfaces. Historically, deflectometry was an ideal method for freeform testing of concave
optics as a near one-to-one imaging condition could be achieved by placing the camera and source
near the center of curvature of an optic, thereby requiring a small source area to test even a large
optic. However, such an approach is impossible for a convex optic, where the center of curvature
can be in virtual space. The infinite deflectometry system creates a virtual 2w -steradian
measurement volume around the unit under test. In this way, a high accuracy deflectometry test
can be performed for any optical surface shape, so long as the surface can be seen by the camera
in the test. The method relies on using a high-resolution screen tilted over the optic, with a camera
positioned above the optic. By rotating the optic, a virtual source is created at each clocking

position. The local slope maps of sub-aperture areas are calculated using each virtual source,
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resulting in a full aperture local slope map of the optic. The method was used to measure a fast
(f/1.26) convex sphere and resulted in a surface reconstruction highly similar to an interferometric
measurement of the same optic. Further, the high-spatial frequency terms were well matched
between the test methods, suggesting that infinite deflectometry can provide optical quality testing
of convex optics. To explore the freeform testing capabilities of the method, an Alvarez lens as
measured. The lens was highly freeform and had steep surface slopes, featuring nearly 150 um
peak-to-valley of coma and trefoil across a 6 mm clear aperture. Such surfaces are finding
increased usage as when two complementary pairs are shifted relative to one another, they can
induce defocus, acting as a variable focus lens system. However, they are extremely difficult to
measure, as they have high freeform departure and can be very small. The infinite deflectometry
system successfully measured the optic, and the reconstructed surface showed similar surface
shape to the designed shape. As a complementary test, a profile of the surface was measured using
a touch profilometer, and the profile of the reconstructed surface showed very close match to the
profilometry measurement, with only 488 nm RMS of difference between the two profiles after
piston, tip/tilt, and power were removed from the reconstructed surface. This suggests that infinite
deflectometry could be a powerful deflecomtetry configuration for performing full aperture surface
reconstruction measurements of highly freeform optics, as well as flat and convex optics.

Finally, a temporally modulated infrared source for deflectometry of rough, non-specularly
reflective surfaces was explored. This work sought to address the need for improved geometry of
a source emission, as well as more temporally stable emission in a scanning source, as compared
to a traditional tungsten ribbon source. The newly created source, which was a long-wave infrared
temporally modulated integrating cavity, or LITMIC for short, was created from an aluminum
chunk, and utilized several resistive elements as light inputs into the cavity, which had a
rectangular slit machine cut where the light was uniformly emitted over approximately a full
hemisphere. Most importantly, the LITMIC source was temporally modulated, with an 80%
contrast ratio at 1 Hz modulation. This feature allowed for signal isolation leading to an improved
signal-to-noise ratio in testing rough surfaces. The temporal modulation also allows for dynamic
in scene background accommodation, as a new background image can be easily and quickly
collected for every scanning position of the source. A LightTools model was created to optimize
the LITMIC cavity design and surface roughness, as well as the source input positions, to create a

uniform emission profile over the exit slit. Temporal stability over a 30-minute imaging period
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demonstrated extremely stable power output from the LITMIC source, while a profile of the
source, as imaged by a long wave infrared camera, well matched the expected flat top shape for a
rectangular source imaged by a circular pupil. The LITMIC source was able to repeatably measure
a rough ground glass optical surface as well as an aluminum blank and had better signal-to-noise
ratios and smaller signal standard deviation over repeat measurements when compared to a
traditional tungsten ribbon source. Finally, the LITMIC source produced a first of its kind infrared
deflectometry measurement of an aluminum blank under thermal load, which not only had high
thermal emissions but also was not stable during testing.

These results offer several avenues for interesting future work. A well calibrated deflectometry
system should be created and used to test both a standard and a highly freeform optic, and the
surface should then be reconstructed using the model-free iterative deflectometry method to
determine the true fundamental accuracy of the method. Additionally, work should be done to
determine the lower limit of seed points from the UUT surface required to avoid entering a null
space in the surface reconstruction. Currently, the piston of one point on the true UUT surface,
measured by a known camera pixel, must be input to the MID processing method. In doing so, the
piston of the reconstructed surface is bound, which limits the solution space and helps to avoid
multiple valid solutions that are all valid reconstruction surfaces. However, it has not been verified
that only bounding the piston is satisfactory to avoid having more than one viable solution. For
example, because there is some positioning uncertainty of the UUT location in X, y, z and tip and
tilt, even with piston bound, there can be cases where two entirely unique reconstructed surfaces
equally would satisfy the measured surface slopes and piston provided. In this scenario, the MID
method would still converge to a solution, but there is a possibility that the solution it converged
to is entirely unique and different from the real surface, and the user would be unaware of this
issue. Modeling and simulations should be performed to determine what is the fundamental
constraint limit required to avoid entering a null space. For the infinite deflectometry system it is
apparent that the stitching of local slope maps leads to some error in reconstruction, and the current
stitching method requires removal of some features in the measured data. A more refined stitching
method should be investigated that leads to improved reconstruction results while retaining the
fundamental measurement information. Additionally, it was found that particularly for convex
optics, some light from a polarized screen will strike the optic under test at Brewster’s angle. This

could lead to significantly improved calibration and local accurate knowledge of the surface slope.
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This topic should be explored further. Lastly, a more robust rotational calibration method should
be created for the infinite deflectometry measurement to reduce systematic errors. For the LITMIC
source, the upper limits of testable roughness should be explored. This will require engineering
improvements to the source, including improved interior cavity reflectivity, which can be achieved
by coating the cavity with a high reflectivity material. It was also noticed that the interior cavity
radiated some latent light, thus, cooling the cavity, perhaps using a Peltier cooler, would improve
contrast and lead to high signal-to-noise ratios. Finally, larger input source power could be
introduced by adding sources. With these improvements in mind, a library of materials and surface
roughness testable with the source should then be explored. One additional area of interest is
exploiting the machine nature of the LITMIC source, which need not be a box cavity with a
rectangular emission slit. The emission profile could be custom designed, such that emission port

could allow for a phase-shifting infrared measurement.
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We present a novel model-free iterative data-processing ap-
proach that improves surface reconstruction accuracy for de-
flectometry tests of unknown surfaces. This new processing
method iteratively reconstructs the surface, leading to re-
duced error in the final reconstructed surface. The method
was implemented in a deflectometry system, and a freeform
surface was tested and compared to interferometric test re-
sults. The reconstructed departure from interferometric
results was reduced from 15.80 pm RMS with model-based
deflectometry down to 5.20 pm RMS with the iterative tech-
nique reported here. © 2018 Optical Society of America

OCIS codes: (120.0120) Instrumentation, measurement, and metrol-
ogy; (120.6650) Surface measurements, figure; (120.4640) Optical
instruments.

https://doi.org/10.1364/0L.43.002110

With ever-growing improvements in freeform optical fabrica-
tion, there is a high demand for accurate and dynamic metrol-
ogy systems. Deflectometry and interferometry are two popular
optical test methods that provide high accuracy surface metrol-
ogy of a unit under test (UUT) [1,2]. Interferometric testing
requires a null setup to obtain accurate results. For testing free-
form surfaces or highly aspheric surfaces, the interferometer
requires a null-optic, such as a computer-generated hologram
(CGH) [3]. However, such null optics can be expensive and
only work for one configuration.

Deflectometry is a non-null test method that has been
shown to provide surface reconstruction accuracy similar to
commercial interferometric systems for spherical, aspheric, and
off-axis optics [4-6]. The measurable UUT surface area and
slope range, referred to as the dynamic range, directly depend
on the system hardware configuration. A deflectometry system
uses a source which illuminates a UUT and the reflected rays
are recorded by a camera. If a clear line of sight can be made

0146-9592/18/092110-04 Journal © 2018 Optical Society of America

from a camera pixel to the UUT surface area (mapped on the
camera detector) to a point within the source area (limited by
source extent), obeying the law of reflection, it is within the
testable dynamic range of the system. The outputs of a deflec-
tometry test are the coordinates of the source which illuminate
each camera detector pixel. To process the data, every camera
pixel has a ray traced along its pointing vector to an intercept
point at the UUT model. The local slope at the intercept point
required to send the ray to the recorded source point is calcu-
lated. The local slopes are integrated to reconstruct the UUT
surface. Any error in the ray coordinates directly affects the
reconstruction accuracy. Hardware and calibration approaches
allow for error mitigation in detector and source coordinates
[5,6]. An error in calculated UUT intercept coordinates is
controlled by having an accurate UUT model to trace to.
Unfortunately, there are times when the model is not well
known, such as during the grinding phase of an optic, where
the root-mean-square (RMS) surface shape error from ideal
changes from the millimeter-to-micron scale. Without an
accurate surface model, it is nearly impossible to correctly
determine the ray intercept coordinates at the UUT surface,
leading to errors in the reconstructed surface. It is worth noting
that low-spatial to mid-spatial frequencies are particularly
suspect, as they often represent the largest magnitude error
between the UUT model and reality [5].

Reconstruction methods, when no accurate UUT model ex-
ists, are limited, and they require a user input surface model.
One approach is to assume a flat for the UUT model, which
works well for flat UUTs or near-flat UUTs. Proper calibration
is required for accurate deflectometry reconstruction. Using
an iterative system parameter optimization process leads to
improved reconstruction results [7]. A rapid reconstruction
method using a non-zonal parameter dependent integration
to improve the initial UUT model, followed by a successive
over-relaxation zonal integration can improve reconstruction,
provided the initial surface model is accurate enough [8,9].
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All methods described are user input intensive, however.
Extending preliminary work [10], which required a seed input
surface model and was only used for a spherical UUT, we have
created a general iterative data-processing technique that re-
moves the need for an input surface model, known as model-
free iterative deflectometry (MID). It improves reconstruction
of freeform surfaces, including the low spatial frequency terms
which could not be accurately reconstructed using the previous
non-iterative techniques. The MID approach takes no input
UUT model; instead, it utilizes the freeform-reconstructed sur-
face that is the output from a deflectometry measurement as a
continuously updating surface model for the UUT. This proc-
ess is repeated until the reconstructed surface converges. The
feature of adjusting all spatial frequencies, including the low
order shape, which often contains the largest discrepancy be-
tween the initial guess (i.e., flat) and the true shape of the UUT
model at each iteration, allows for improved reconstruction ac-
curacy across all spatial frequencies. In this Letter, we present
reconstruction results from data collected via a software config-
urable optical test system (SCOTS) [5], which demonstrate the
improved performance the MID technique has over traditional
non-iterative deflectometry techniques for model-free measure-
ments. Figure 1 illustrates the iterative process and the error
an incorrect surface model imparts.

In the MID technique, the Cartesian coordinates in the ob-
ject space (UUT) of the camera pixels and the source coordi-
nates, defined as matrices C and S, respectively, must be
known. The UUT surface is unknown, and thus a flat surface
model is used, defined as the matrix U°. To bound the solution
space, a physical coordinate on the UUT, #(x, y, z), must be
measured and used in the definition of the UUT surface model.
Finally, the ray-pointing vectors of the camera pixels, defined as
matrix R, are determined via a calibration process. These are the
fundamental inputs into the MID process. With these inputs,
the MID process runs for # = 0:V iterations.

A Delaunay triangulation [11] segments the UUT model into
surface planes, defined as matrix Q’, and the intercept locations,
defined as matrix /7%, are calculated with a Méller=Trumbore
algorithm [12]. This combined Delaunay/Maller-Trumbore
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Fig. 1. Starting with a surface model guess of U, the MID process
iterates a total of V times to output the final reconstructed surface
model UV (a). Without MID, the rays are traced to the incorrect theo-
retical surface U° (b). Using the MID method, the true surface can
be converged upon (c).
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(DMT) process is a key step in the MID method. The
Delaunay triangulation takes the discrete surface points, defined
by mapping the camera pixels to the UUT surface, and creates
unique planes that are well-shaped triangles and have a nearest-
neighbor relation. The number of planes is dependent upon the
number of camera pixels. The Méller-Trumbore algorithm,
meanwhile, is a rapid 3D ray-triangle intersection method, which
calculates the intercept coordinate every camera pixel ray makes
with the segmented surface planes via a matrix approach.
Processing time for the combined DMT process linearly increases
while an improvement in reconstruction accuracy exponentially
decays with respect to the number of camera pixels. Figure 2 dem-
onstrates the combined DMT process.

Using the intercept locations along with the ray start and
end points, from C and S, the local surface slopes of the
UUT in the x direction and the y direction, defined as matrix
T and matrix 77, respectively, are calculated. The slopes are
integrated using Southwell integration [13] to reconstruct the
surface model. This process is iterated, outputting a new recon-
structed surface model U’, for a total of V iterations. The final
output is the reconstructed surface model UV

As a numerical verification of the concept, a deflectometry
simulation of a known optical surface was performed, and the
surface was reconstructed using the MID method. The simu-
lation modeled testing of a UUT with a SCOTS system. The
raw deflectometry data, defined as the camera pixel coordinates,
the pixel ray directions, the corresponding illuminating screen
pixel coordinates for the camera pixels, and a known coordinate
on the UUT, were recorded from the simulation. The simu-
lated UUT was one of the hexagonal segments of the James
Webb Space Telescope (JWST) primary, a segmented mirror
system which uses hexagonal sub-mirrors to make the primary
mirror [14]. The segment was 1320 mm in diameter, with a
radius of curvature of 15899.91 mm and a conic of -0.99666.
The mirror segment was 1320 mm off axis from center. The
surface was reconstructed using the MID method for a total of
nine iterations. The camera was modeled with 101 x 101 pixels,
and each iteration took approximately 22.01 s. For the simulation,
with an ideal system, the final surface RMS difference from the
ideal was 6.17 picometers. With zero iterations, the RMS differ-
ence from the ideal was 280.97 pm, thus we see a dramatic im-
provement in reconstruction accuracy from the MID technique.

To demonstrate the numerical robustness of the MID
method against noise, two cases were examined. In the first
case, white noise from 0 pm to 1 pm in the x position and
the y position was added to the detector coordinates. In the
second case, inaccurate global positions of the camera and
screen were simulated, with a shift in the position of all camera
pixels by 1 mm in the x direction being imparted. Again, nine
iterations were used for the MID reconstruction. The final
error in the reconstructed surfaces is shown in Fig. 3.

The numerical simulation results suggest that white noise
adds a random high spatial frequency error to the reconstructed

R
e o0

e o0
U Q+R

Fig. 2. Delaunay algorithm segments U’ into planes, Q’, and the
ray (R) intercept points /* are calculated using a Méller—Trumbore
algorithm.
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Fig. 3. Simulated error from white noise (left) and global position-
ing error (right) led to an RMS surface error of 11.17 nm and
66.24 nm, respectively, in the final reconstructed surface map.

surface map, with a root mean square (RMS) error of 11.17 nm.
Such noise is unavoidable when using common detectors and
monitors. The geometric uncertainty error added low spatial fre-
quency error to the final reconstructed map, primarily in the
form of astigmatism and coma. Across the reconstructed hexago-
nal mirror, the RMS error was 66.24 nm and 519.54 nm peak to
valley (PV). This error is challenging to reduce without moving
to advanced hardware and calibration techniques.

To verify the performance of the MID method in a real
measurement, a bare glass optical surface with freeform depar-
ture in all directions was manufactured and measured. The
radius of curvature (RoC) of the surface was 200 mm, and
the diameter was 100 mm. The UUT had a ~0.67-pm RMS
and a ~2.50-pm PV departure from the base sphere, with a
maximum surface slope of 576.64 prad. The optic was fabri-
cated by Optimax Systems using the magnetorheological fin-
ishing (MRF) technique to impart a spiral pattern on the
optical surface. The surface was measured with a commercial
interferometer, the Zygo Verifire MST, and a SCOTS deflec-
tometry system. A Zygo F/1.75 reference sphere was used as
the reference optic for the interferometer. The interferometric
technique used does not allow for the accurate reconstruction
of the piston, tip, tilt, or power terms of the UUT, and thus
they were not analyzed in the deflectometry measurement.
Figure 4 demonstrates the complex fringe pattern recorded
at the best null condition and the challenges associated with
high fringe density in the interferometric test.

For the deflectometry system, a custom SCOTS type system
built from off the shelf components was used. We utilized
a Point Grey (Model # FL3-U3-3252M-CS) camera, with a
2.5-pm pixel pitch, due to ease of access to technical specifi-
cations. When selecting the monitor, the primary consideration
was required source extent to allow for testing the dynamic
range of the UUT, which can be described by the aberrated
spot size through an inverse ray-tracing from the pinhole loca-
tion to the UUT, and to the screen. A 7" x5.25"” Mimo
(Model # UM-760F) screen with a 150-pm pixel pitch was

selected as it met the dynamic range requirements.

100 mm

Fig. 4. Spiral shape on the UUT made obtaining an interferometric
null configuration impossible for the entire mirror. Low modulation
due to fringe density led to areas on the surface being unmeasurable.
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To calibrate the system and determine the pointing vectors
of the camera pixels, a previously described calibration method
was utilized [10]. A screen was placed at two positions—
/,(x,y,2) and /;(x,y,z). The camera was at a fixed position
¢(x,7,2), and the coordinates of the illuminating screen pixel
at /1(x, y,2) and /,(x,y, z) for every camera pixel were mea-
sured. The ray path for every camera pixel was then calculated.
All the coordinates were measured with a coordinate measure-
ment machine (CMM), accurate to £10 pm.

For the deflectometry test, the UUT was placed on a rota-
tion stage below the screen and camera. All components were
mounted in place on a breadboard to maintain position
throughout testing. A CMM, accurate to £10 pm, was used
to locate the body edges of the camera and screen using a touch
tip. A plane was fit to the screen, while technical drawings relat-
ing the camera detector to the body were used to determine
the detector coordinates. Additionally, the center point of the
UUT, about which it rotated, was located. This served as the
known coordinate, #;(x, y,, z;) and as the global zero coordi-
nate in x, y, and z. This was related to the camera pixel meas-
uring the known coordinate, pixel p(x,y,z). A phase-shifting
deflectometry measurement was then performed. The resulting
raw data was recorded for processing.

The raw data was processed in three ways. First, the MID
technique was used for a total of six iterations. Also, in a tradi-
tional non-iterative way, the data was reconstructed by assuming
(1) a flat for the base surface and (2) a 200-mm RoC base sphere
model, representing an unknown and known model case, re-
spectively. The same raw data was used for all cases. To account
for systematic error in the measurements a rotation calibration
was performed [15]. The average error map was determined by
reconstructing the UUT measured every 10° for a full rotation
and calculating the average, which was subtracted from the final
reconstructed map. The reconstructed surfaces generated with
the MID technique and the two traditional techniques, referred
to as MIDg, MBg,,, and MBy...., respectively, were then an-
alyzed to compare the Zernike terms and the reconstructed
surface shape to the surface measured by the interferometer,
referred to as INT. The missing data regions in the INT are
not considered in the comparison, as we did not want to
extrapolate/interpolate data for comparison. The surface evolu-
ton of the MIDy through iterations is visualized in Fig. 5.

The Zernike terms were fit to the surfaces and low order
spatial frequency terms were analyzed. Table 1 displays the
difference from the interferometric result in the low order
Zernike terms (RMS normalized) for the MIDg map, the
MByg,, map, and the MBy.. map. The Zernike terms 1-4,
the piston, the tp, the tilt, and the power, were removed to
match the fact that the interferometer was unable to accurately
measure Zernike terms up to Z4. (The interferometric data also

1 Iterations 6 Iterations

0 Iterations

5><1()5 p— SXIBH
il NER
\ i o £
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\\ I S £
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Fig. 5. Surface height change between 0 (left), 1 (middle), and
6 (right) iterations shows the most significant change occurs in early iter-
ations. The black lines show the surface contours. (See Visualization 1).
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Table 1. Low Order RMS Normalized Zernike Term
Difference between Reconstructed and Interferometric
Surface Maps

MIDg MBg,, MByhere
Zernike Term (pm) (pm) (pm)
75, Oblique Astigmatism 0.76 1.90 0.42
Z6, Vertical Astigmatism -5.12 -44.28 -15.80
77, Vertical Coma -0.36 -1.98 -0.40
7.8, Horizontal Coma -0.10 0.55 0.11
79, Vertical Trefoil 0.32 1.01 0.25
710, Oblique Trefoil -0.05 0.29 0.06
Z11, Spherical 0.04 0.63 0.17
75:7Z11 Tortal RMS Diff 5.20 44.39 15.80

includes its own uncertainties due to high fringe density from
the non-null configuration).

The total Zernike term RMS departure, for low order terms
Z5-Z11, from the INT for the MIDg, MBg,, and MByyjerc
surfaces were 5.20 pm, 44.39 pm, and 15.80 pm, respectively.
This demonstrates that without subtracting any low order
terms, beyond the standard removal of terms up to power,
the MID method provided close to an order of magnitude im-
provement in accuracy matching the interferometric measure-
ment compared to traditional deflectometry with no accurate
model. The reconstructed surface maps, with the increasing
Zernike term removal, are shown in Fig. 6.

The MID technique resulted in a surface that more closely
matched the interferometric measurement when compared to
a traditional non-iterative technique for model-free deflectom-
etry surface reconstruction. Particularly, at the low spatial
frequencies, it achieved more similar results to the interferomet-
ric measurement. We acknowledge that there are still residual
differences, predominantly in the astigmatism and the coma,
between the interferometric measurement and the MID recon-
structed surface. Small uncertainties in geometrical knowledge
of the positions of all components contributed to some of the
residual astigmatism and coma in the MIDjg reconstructed
surface. However, the MID method improves the well-known
low order accuracy issues of traditional deflectometry while

MID, MB,,
1.5
Z1:4
Removed
— B
Z1:6 %
Removed 9 &
g
£
3
@
E
Z111 =
Removed 2

100 mm
Fig. 6. Reconstructed interferometric surface map (first column),
MID method with six iterations (second column), and non-iterative tradi-
tional reconstruction with a flat UUT model (third column) and a
200 mm RoC base sphere model (fourth column) method had Zernike
terms 14 (top row), 1-6 (middle row), and 1-11 (bottom row) removed
to compare error contribution from low spatial frequency. (Note: excess
fringe density led to missing data in the interferometric map).
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maintaining the advantage of a large dynamic range, when
compared to interferometry. The effect of the dynamic range
is particularly clear for this UUT, which suffered from missing
data regions in the measured interferometric map due to the
inability to obtain a null over the entire surface.

The MID technique represents a novel data-processing sol-
ution that can provide more accurate surface reconstruction
results for a deflectometry measurement across all spatial
frequencies. We do not claim that the MID method is superior
to other precision metrology techniques such as interferometry.
Instead, we seck only to improve the deflectometry-processing
approach to provide more value to the optics metrology commu-
nity by providing multiple options and crosschecking metrology
solutions. The technique is delivered via a software package and
can easily be included in an existing deflectometry system’s
processing pipeline. The MID method secks only to address
the fundamental reconstruction error which arises from inaccu-
rate surface modeling of the UUT. The reported enhancement
in measurement accuracy is achieved solely by the new data
processing concept, not by improved hardware or calibration
techniques. Using the proposed MID method, the same raw data
can be reprocessed to produce a higher accuracy result, which
was hidden in the raw data but not previously utilized in the
surface reconstruction pipeline. This highlights the significance
of the MID approach maximizing the use of information in
the commonly measured deflectometry data.
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Abstract: We present a novel deflectometry implementation termed Infinite Deflectometry.
The technique provides a full aperture surface reconstruction sag map of freeform surfaces,
including previously challenging to measure optics such as highly convex surfaces. The
method relies on the creation of a virtual source enclosure around the tested optic, which
creates a virtual 2z-steradian measurement range. To demonstrate the performance, a fast
/1.26 convex optical surface was measured with a commercial interferometer and with the
Infinite Deflectometry system. After removing Zernike terms 1 through 37, the metrology
tests resulted in absolute RMS surface values of 18.48 nm and 16.26 nm, respectively.
Additionally, a freeform Alvarez lens was measured with the new technique and measured
22.34 pum of surface sag RMS after piston, tip/tilt, and defocus had been removed. The result
deviated by 488 nm RMS from a profilometer measurement while standard interferometry
failed to measure the Alvarez lens due to its non-nulled wavefront dynamic range limitation.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

While freeform optics provide ever-growing possibilities in designing cutting edge optical
systems, their fabrication and metrology remain challenging. Currently, a wealth of
fabrication methods exists whose variety provide improved fabrication of freeform surfaces.
Such methods include computer numeric controlled (CNC) machining using a diamond tip
tool, sub-aperture polishing using a magnetorheological fluid (MRF), molded optics,
precision polishing, and more [1-5]. In verifying the freeform shape generated, two
commonly utilized non-contact optical metrology methods for a unit under test (UUT) are
interferometry and deflectometry [6,7].

Interferometry, which offers high accuracy and precision in surface metrology, requires a
null setup to obtain accurate test results of a UUT. Computer generated holograms (CGHs)
are increasingly chosen as null components in interferometric tests for their abilities to
precisely create a freeform null wavefront, and, in some cases, provide additional alignment
features [8,9]. Unfortunately, CGHs can be prohibitively expensive and can only null a
designed specific configuration. Alternatively, deflectometry is a non-null test method which
has been shown to provide surface metrology accuracy similar to commercial interferometry
systems for freeform optics [7,10-12]. The method relies on rays leaving a source, being
deflected by a UUT, and then being recorded by a camera. In this way, the local slopes across
the UUT are measured, which can be used to reconstruct the surface through integration.

One subset of optics that still is highly challenging to measure is convex optics, both
standard in shape as well as freeform. There exist a variety of test methods, including
interferometric approaches, swing arm profilometry, and the Hindle test [13—15]. Most
methods typically require measuring sub-apertures of the unit, which are then ‘stitched’
together. Great improvements have been made in interferometry algorithms which lead to
improved sub-aperture stitching results [14,16—-18]. Unfortunately, having an interferometric
setup and the required null optic is not always a viable option. Further, spatial sampling of the
surface shape can be limited with other metrology techniques such as contact-type

#358219 https://doi.org/10.1364/0E.27.007602
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profilometers, negatively impacting the mid-to-high spatial frequency measurement
capability.

While traditional deflectometry has been used as a 3D object reconstruction method for
surfaces up to and including weak (i.e., large radius of curvature) convex surfaces, a full
aperture optical precision test of a general convex surface has not been achieved. However,
there have been successful methods which measure a plano-convex optic in transmission [19],
as well as using a unique scanning laser deflectometry system to measure the departure from
a sphere of convex aspheric surfaces [20]. The fundamental limitation to testing a surface
using traditional deflectometry is satisfying a line of sight condition. When considered in
reverse, if a ray from the camera can be traced to a point on the optical surface and, following
the law of reflection, passes through the source area, the optical surface slope can be
determined at said location. Traditionally, for a concave test using deflectometry, the source
and camera will be placed as close to the center of curvature as possible [21,22]. This allows
a small area on the source (e.g., small liquid crystal display [LCD] screen) to fully satisfy the
line of sight condition. However, as the optical surface transitions from concave towards
convex, the source area must increase to satisfy the line of sight condition. One work-around
is instead to surround the optical surface with the screen. One implementation of this concept,
known as ‘Cavlectometry’, has successfully been used to reconstruct low order surface shapes
of objects such as the hood of an automobile and a teapot [23]. In this approach, a projector
system was used to project phase-shifted fringes onto the walls of a room in which the tested
object sat. The system is thus able to achieve an extremely large source area which encloses
the UUT.

An array of projectors is not the only possible method for creating a source enclosure.
While a projector array can nicely satisfy the need to create a source enclosure around the
UUT, projectors systems suffer from lower resolution, optical aberrations, contrast
uniformity, and more [24,25]. This in turn adds uncertainty to the deflectometry system,
which can limit reconstruction accuracy. Modern digital displays possess characteristically
higher resolution but are also limited by realizable source sizes. In a new configuration, a
high-resolution source enclosure may be achieved by seating a UUT atop a precision rotation
stage which clocks the UUT, while a digital screen and camera are mounted in place. Here,
each clocked position generates a new ‘virtual’ deflectometry system, which is equivalent to
rotating a single tilted display and camera about the UUT. By using multiple clocking
positions, a series of ‘virtual’ screens can be created which entirely enclose the UUT, creating
a tipi-shaped 2m-steradian measurement space. This is the fundamental concept of Infinite
Deflectometry (ID).

In this paper we present a novel optical quality deflectometry method which generates a
full aperture surface map of a unit under test. The method uses the ‘Cavlectometry’ model as
inspiration, but instead creates a source enclosure around the UUT by means of a series of
‘virtual’ high resolution digital displays. This allows for high accuracy testing of fully
freeform surfaces, including previously unachieved optical quality full-aperture surface
metrology maps of convex surfaces using deflectometry. This method, termed ‘Infinite
Deflectometry’, to reflect an ‘infinite” dynamic range (practically limited by camera line of
site), was used to measure both a highly convex spherical optic and an Alvarez lens. Results
demonstrate a close match between full-aperture interferometric testing results for the convex
spherical optic. Additionally, the Alvarez test results suggest this new branch of
deflectometry expands the range of testable surfaces without necessitating a custom null
component.

2. Background theory
2.1 Phase shifting deflectometry

Phase shifting deflectometry is a popular metrology method for testing optics [7,21,22,26—
29]. The technique calculates the local slopes on a UUT using a camera and a digital display.
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The camera is positioned to image the UUT surface. The camera pixels have their 3D location
recorded, defined as x., y., z., and the pixels are mapped to the UUT surface. The mapped
pixels represent discrete areas on the UUT where the local slopes will be calculated, known as
‘mirror pixels’. The 3D location of the UUT and specifically the precise location of the mirror
pixels is determined for the test, defined as xy, yu, zy. The digital source displays a sinusoid
pattern in the x and y directions, using a minimum of 3 phase steps. The reflected light is
captured by the camera and the recorded wrapped phase is acquired. The phase is unwrapped
and the precise location on the source which successfully illuminated every camera pixel
corresponding to its mirror pixel is determined. By relating these to the location of the
display, the 3D location of the display points corresponding to the camera detector pixels is
determined, known as Xg, ys, Zs. Using these three data matrices, the local slopes in the x and
y orthogonal directions of the UUT at the discrete ‘mirror pixels” are calculated. Finally, the
local slopes are integrated, typically using a zonal integration method such as a Southwell
integration [30]. In this way, the surface is reconstructed from a deflectometry slope
measurement.

2.2 Infinite deflectometry creating virtual source

The deflectometry test method as described is a non-null metrology method. Two key aspects
limit the range of surface slopes that the system can practically measure. First, the camera
must have a clear line of sight to the area on the UUT that is to be measured. Second, if the
camera pixels are traced from the camera to the UUT surface and deflected, following the law
of reflection, the rays must pass through the defined source (i.e., screen) area. While the
traditional deflectometry method works well for most concave surfaces, as the required
source area is small by performing the test near the center of curvature, it struggles to test
optical surfaces as they move away from a concave shape. As the UUT surface has a wider
range of slopes, typical for freeform surfaces, or as the surface moves towards a flat or
convex shape, the required source area to cover the UUT rapidly becomes very large. One
work around proposed is to enclose the UUT with the source [23], thus allowing for testing a
wider range of surface slopes. Figure 1 demonstrates the challenges associated with testing a
convex surface with a traditional deflectometry setup and how a source enclosure could
expand the testable surface range.

Camera
Camera

Screen Screen

T BEVIY)
(a) (b)

Fig. 1. A traditional deflectometry system utilizes a camera and source to test a UUT. If
considered in reverse, rays can be traced from the camera to the UUT where they are deflected
by the UUT mirror surface and, if they pass through the source area, the local slope on the
UUT can be determined using geometry. For some surfaces, such as a convex optic, a regular
screen is not large enough to allow for testing the full area of the UUT due to the missing rays
(a) and presents an area where deflectometry has historically not been able to provide full
aperture metrology maps. One alternative is a source screen which encloses the UUT, allowing
for testing the full range of surface slopes without missing rays (b).

A modern LCD is a common source used in a deflectometry setup, desirable for their high
resolution and stability. Depending on the system architecture and the optic under test there is
a limit to the testable dynamic range of surface slopes for the UUT for given display size and
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resolution. The testable dynamic range increases as the size of the display increases, but there
is a limit to the size of display that can reasonably be obtained. While a monolithic box-
shaped screen which encloses the UUT would be ideal, no such screen exists in practice.
Utilizing a projector system is one alternative, but there are significant distortion, uniformity,
and mapping challenges associated with projectors, which limit their usability for high
precision nanometer scale optical tests.

Instead of increasing the size of the screen, a series of virtual screens has been generated
in the Infinite Deflectometry system. In this way, the benefit of a small high-resolution
display can be leveraged while at the same time creating a larger source area. To achieve this,
a source display is positioned tilted over the UUT, with a camera positioned over the UUT to
image the surface. To generate a virtual screen, the UUT is clocked by a fixed angular step,
which presents new areas of the UUT to the screen and camera. After a full 2x rotation of
clocking steps, this can equivalently be thought of as generating a tipi-shaped virtual screen.
This process is repeated to create overlapping virtual screens which entirely enclose the optic,
thus allowing for the entire range of surface slopes to be tested. It should be noted that the
ability to create the virtual screen enclosure is limited by the size of the UUT and the
available source. For extremely large UUTs, even the largest commercially available screen
will not be able to fully virtually enclose the UUT in the described configuration. Figure 2
demonstrates the setup concept, and how one high-performance screen which can test only a
limited area on the UUT can be turned into six virtual screens to enclose the UUT.

Screen

Camera

Screen 22 8 { Screen
Position 2 &x & Position 6

Screen
' Position 5

Screen

‘jUT Position 3 ¢
< Screen
" Position 4
(a) (b)

Fig. 2. By tilting a high precision screen over a UUT, and correctly positioning the camera, a
partial area of the UUT can be measured using traditional deflectometry (a). If the UUT is
placed on a precision rotation stage and clocked to multiple angular orientations (e.g., 6 screen
positions), the full area of the UUT can be tested. This can be thought of as instead virtually
clocking the screen and camera, creating a virtual source enclosure allowing for the same
precision metrology over the full UUT aperture. Because each screen can only cover a segment
of the UUT, a reverse ray trace from the camera pinhole to the UUT is performed to determine
the intercept locations with the virtual screens, seen from the top down as scattered points (b).

At each clocking position, a deflectometry measurement is performed which covers a
partial section of the UUT. After recording the data, the local slopes are calculated for every
virtual configuration. This is done by carefully determining the 3D positions of the camera,
screen, and UUT in the default unclocked test position, which are described as matrices which
contain the individual local x, y, z positions previously discussed and are referred to as Cy, S,
and Uy respectively. It should be noted that Uy represents an accurate model of the UUT
whose center position defines the global coordinate system. During processing, for the first
clocked testing position, the camera and base screen position matrices are rotated about the
UUT optical axis by the amount the UUT was clocked during the test, creating new 3D
position matrices. The new virtual camera position matrix is referred to as C, and following
the phase unwrapping process the local screen positions are correlated to the global screen
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position, and the new virtual screen position matrix, S;, is determined. This process is
repeated for every clocking position, which for N clocking positions of the UUT results in a
total of N (0 to N-1) camera and source 3D position matrices. When this process is completed,
N deflectometry test data sets exist, and the local slopes for every test are determined. This is
accomplished by tracing the camera pixels for every camera matrix Co.y.; to Uy, the UUT
model, to determine the local ray intercept locations. These local ray intercept points, which
are the xy, yy, zy coordinates for every clocking position, are stored in matrices Ug.y..
Knowing the final ray locations, which are recorded as the xs, ys, zs in screen matrices Sg.y.;,
the local slopes on the UUT model for every virtual test system in the global x and y
directions are determined and recorded as Xg.x.; and Y..; respectively.

To combine the data into cohesive x and y local slope maps of the UUT, a multi-step
process is used. First, due to uncertainty in positioning of components, there exist some
uncertainties associated with the positions determined for all components in the system.
These errors most heavily dominate low spatial frequency shapes, particularly piston, tip and
tilt, defocus, and astigmatism. Therefore, these terms are removed from the local slope maps
by subtracting the mean values of the local slopes and then performing a best fit plane to the
data and subtracting this away as well. In the spatial domain, the mean of the local slopes
represents the tip/tilt (depending on if it is the x or y data) while the plane fit to the data
represents the first derivate of the surface, corresponding to the defocus and astigmatism of
the surface. It is worth mentioning that, fundamentally, this uncertainty can be reduced with
more thorough calibration and higher accuracy hardware components, which broadly is true
for all general stitching metrology system cases.

After this step, the data is combined by performing linear interpolation fitting which takes
the x and y UUT intercept locations and the adjusted local slope data for every test and
generates a single cohesive x and y slope map of the UUT. The x and y slope maps are
generated over a uniform grid. The local slopes were averaged for positions where the ray
intercepts overlapped for two or more sub-aperture local slope measurements. The local slope
maps in the x and y directions of the entire UUT surface are referred to as Tx and Ty
respectively. It must be noted that because the subaperture local slope maps have the slopes
determined in the global coordinate system, all subaperture local slope maps are in the same
reference frame. A Southwell integration [30] is then performed on Tx and Ty which results
in a reconstructed surface sag map, referred to as Ug. It is important to acknowledge that the
unique value and novelty of the Infinite Deflectometry is in the enhanced dynamic range
enabled by the virtual tipi screen geometry, not in the general stitching performance related
treatments, which has been actively studied and reported by the stitching metrology
community. Figure 3 demonstrates the data processing flow from raw data acquisition to a
full aperture reconstructed surface map.
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Fig. 3. Infinite Deflectometry uses a traditional deflectometry system in a unique configuration
combined with clocking the UUT, which results in N virtual deflectometry system
measurement sets, each measuring a subaperture area of the UUT. Each measurement outputs
standard deflectometry outputs, resulting in global x,y,z coordinates for every test for the
camera (Co.y.1), UUT (Ugy.), and screen (Sp.a.;). Local slope maps in the global x and y
directions for all subaperture tests are then determined, called Xg.y.; and Yo.y. respectively. A
linear interpolation is used to fit the subaperture slope maps into full aperture x and y slope
maps, called Tx and Ty respectively, which are integrated using a Southwell integration to
produce a full aperture reconstructed surface map of the convex UUT, called Ug.

This combined hardware and software process represents the Infinite Deflectometry
technique. The method was used to test previously unmeasurable surfaces using traditional
deflectometry, which demonstrate that the ID method can greatly extend the dynamic range of
deflectometry to provide full aperture surface reconstruction of freeform surfaces, including
flat or convex optics.

3. Experimental setup and measurements
3.1 Infinite deflectometry hardware configuration

To build and demonstrate the ID system a camera, source, and precision rotation stage were
required. We utilized a Point Grey Flea3 camera (Model # FL3-U3-32S2M-CS), which has a
2.5 um pixel pitch. This camera was utilized as its technical and mechanical data was well
specified, and it had a high-resolution detector. For the source an Apple iPad Pro (Model #
A1670) was utilized which measured 262.85 x 197.04 mm and had 2732 x 2048 pixels, with
a 96.2 um pixel pitch. The UUT was placed on a custom 3D printed mount, which fit into the
rotation stage utilized for the test and centered the optic to the center of the rotation stage. The
rotation stage was composed of a Klinger motorized rotary stage (Model # DP179), driven by
a Leadshine digital stepper driver (Model # EM402).

The camera was mounted nearly centered above the UUT, while the screen was mounted
in front of the UUT, and was tilted, such that the top edge of the screen slightly passed over
the center of the UUT. The actual setup is shown in Fig. 3. All components were mounted on
a breadboard to maintain position throughout testing. The edges of the camera body and the
screen body were measured using a Coordinate Measuring Machine (CMM), accurate to + 10
pum. Using technical drawings, the pixel positions were located relative to the camera body,
while a plane was fit to the screen. The UUT body and center was measured as well, and the
center of the UUT served as the global origin (0, 0, 0) coordinate. The z axis was defined as
normal to the UUT and pointing up, away from the breadboard. The y axis was defined as
pointing toward the screen from the UUT center, and the x axis was orthogonal to the z and y
axis.

To determine the camera pointing vectors, a process previously performed was used
[31,32]. The process relies on mounting the camera system such that it is pointed at a high
precision monitor. The 3D position of the monitor and the camera are measured using a
CMM. A line scan is performed on the monitor while the camera records. For every pixel on
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the camera, the centroid of the measurement response is determined to precisely calculate
which location on the screen was being measured by every camera pixel. The monitor was
then translated along the optical axis of the camera and the process was repeated. In doing so,
the precise ray vector for every camera pixel between the two screen positions could be
calculated, which served as calibration of the camera ray pointing vectors. This process was
performed for the camera used prior to it being mounted in the final ID system.

Once the overall assembly and the camera calibration had been performed, the ID system
was used for metrology. For every clocking position, a 16-step phase shifting deflectometry
(PSD) test was performed. This involved using 8 phase steps in the horizontal and vertical
directions (defined by the screen) each. The entire system was shielded during all tests from
stray background light by placing a heavy black cloth over the system. After a measurement
was performed, the data for the clocking position was saved and then the rotation stage would
rotate the UUT to the next clocking position automatically. This process was repeated until a
total of N rotations were performed. After all data was collected the local slopes at every
clocking position were determined, and full aperture local slope maps in the X and Y
directions were calculated using the method described previously. These local slope maps
were integrated using Southwell integration and the final reconstructed surface map was
acquired.

3.2 Fast convex mirror measurement case

To verify the performance of the system, a fast {/1.26 50 mm diameter convex sphere (UUT
in Fig. 4) was measured using the ID setup described. Tests using 6, 45, 90, and 180 clocking
positions were performed for comparison, which are referred to as IDy in the results section,
where R is the number of clocking positions used, and defines the number of virtual screens
which enclosed the UUT. The clocking positions were equally spaced over a full 360° to
ensure maximum exposure of the UUT surface to the virtual displays. This was used to
determine the as-built reconstruction performance as a function of clocking steps used.
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Fig. 4. A fast f/1.26 convex spherical optic with a 50 mm diameter clear aperture was
measured using the Infinite Deflectometry system (a). As a comparison, a Zygo Verifire™
MST interferometer was used to provide an independent measurement of the same optic (b),
which measured a maximum 45.29 mm diameter aperture inside of the 50 mm clear aperture.
The Infinite Deflectometry system was composed of a camera, source, and the UUT on a
rotation stage, and all components were mounted in place and measured using a CMM (c).

The test using a total of 180 clocking positions, whose reconstructed surface map is
referred to as ID;g served as the pseudo-ideal case representing the sufficient number of
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clocking steps. As an independent reference, the optic was measured using a Zygo Verifire™
MST interferometer which provided a comparison sag map. Due to the available reference
sphere and the as-manufactured shape of the UUT, the best null configuration tested only a
45.29 mm in diameter aperture inside of the 50 mm full diameter of the optic. This measured
area is referred to as INT. In all final comparisons the surface root-mean-square (RMS) data
is calculated only in the common 45.29 mm inner circle of the reconstructed sag maps. The
raw data images from both setups are shown in Figs. 4(a) and 4(b).

3.3 Alvarez lens measurement case

An Alvarez lens was designed and manufactured from a PMMA 1-inch diameter disk, with
the optical surface machined using a diamond turning machine to generate a 6 mm central
aperture area inside of the PMMA disk. The ideal optical surface was generated to have 17
um of Zernike term Z8, which represents horizontal coma, and —17 pm of Zernike term Z10,
which represents 45° trefoil. This optic represents one half of an Alvarez lens pair. Due to the
non-trivial freeform nature and wide dynamic range in the surface slopes, the full aperture
had previously proven very difficult to measure. For example, without a custom nulling
component, such as a CGH, the fringe density exceeded the measurable range of a
commercial interferometer, as shown in Fig. 5. The ID system was utilized to measure the full
6 mm central aperture, and the surface was reconstructed, referred to as IDjyares-

Infinite Deflectometry Interferometry

Fig. 5. An Alvarez lens was generated in a 1-inch PMMA disk. The surface was designed to
have a 6 mm inner optical aperture which had 17 pm of horizontal coma and —17 pum of 45°
trefoil. The surface was measured using the ID system, which measured the full aperture (left),

as well using the Zygo Verifire™ MST Interferometer using a reference flat without a custom

CGH (right). Without a custom null optic, the fringe density exceeded the measurement
capabilities of the interferometer, making it impossible to measure the central optical aperture.

As an alternative reference comparison measurement, a contact-type KLA-Tencor Alpha-
Step D-500 profilometer was utilized to measure a surface profile of the Alvarez lens. The
profile line was carefully chosen to measure a profile which passed through the middle of the
lens and featured primarily the coma terms. A contact force of 10 mg was utilized for the
measurement in order to prevent any damage or scratch on the PMMA surface (a trial test was
performed with a higher force on a separate PMMA disk and resulted in a scratch on the
surface). The height range of the profilometer was limited to a maximum height deviation of
100 pm with the 10 mg force limit. It is for this reason that the profile, which measured the
middle of the lens in the horizontal direction was chosen, as this profile would ideally feature
heights within the measurement range while also highlighting the part of the unique surface
shape of the Alvarez lens. The same profile was taken from the ID4jyqe, reconstructed map
and compared. For both profiles, the mean values of the measurements were subtracted from
the raw data, thereby setting the mean for both data sets to zero for direct comparison.
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4. Infinite deflectometry performance

4.1 Metrology results for f/1.26 50 mm diameter convex sphere

For the comparison study, piston, tip/tilt, and defocus, corresponding to standard Zernike
terms 1:4, were removed from both the interferometric and ID measurements, as they are
blind to those terms. Additionally, more detailed comparisons were made after standard
Zernike terms 1:6 were removed, after terms 1:21 were removed, and after terms 1:37 were

removed. These are referred to for the IDg maps as ID}” and for the INT map as INT"*,
where Z refers to the highest number of standard Zernike terms removed. Finally, the surface
sag root-mean-square (RMS) was calculated for the ID:,fO , and INT* maps over the
common 45.29 mm circular aperture area of the UUT.

The reconstructed surface maps ID;”, with Z standard Zernike terms removed and R

clocking positions utilized are presented in Fig. 6. As further clocking steps are utilized in the
ID system, improved reconstruction accuracy is achieved. Particularly of note are the high
spatial frequencies in the reconstructed sag maps. The stitching error is most clear at high

spatial frequencies when few clocking steps were used, such as in ID237 and IDZ?. It must

be noted that for the as-built hardware used in the ID system presented here, the full test of
the optic to gather the measurement data using 180 clocking is ~2 hours and 35 minutes. This
does not include processing time. Thus, there is a clear tradeoff between reconstruction
accuracy and time of acquisition.
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Fig. 6. The infinite deflectometry method utilizes the clocking of the UUT to create a virtual
2n-steradian tipi-shaped source area which enclose the UUT. A deflectometry test is performed
at each clocking position, and the local slopes at each clocking are calculated and then stitched
together to create a full aperture local slope map of the UUT, which are integrated to generate
the total sag map. The process was performed for a fast f/1.26 convex sphere for 6 (lst
column), 45 (2nd column), 90 (3rd column), and 180 (4th column) clocking step positions,
equally spaced over a full 2@ rotation. Stitching errors are apparent for fewer clocking
positions, and manifest clearly as Zernike terms 1:4 (1st row), 1:6 (2nd row), 1:21 (3rd row),
and 1:37 (4th row) are removed from the surface map.

The reconstructed surface maps generated by the ID metrology with 180 clocking steps,
D40, and the Zygo Verifire™ MST interferometer, INT, are compared in Fig. 7 as a function
of Z standard Zernike terms removed.
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Fig. 7. A fast £/1.26 convex mirror UUT was tested using both the Infinite Deflectometry
method (top row) which measured the full 50 mm diameter aperture of the UUT and a
commercial Zygo Verifire™ MST interferometer (bottom row), which measured a limited
measurement area of a 45.29 mm diameter aperture on the UUT. Due to uncertainties in both
systems for the UUT piston, tip/tilt, and defocus, Zernike terms 1:4 were removed for both
reconstruction maps (1st column). Additionally, to better compare the surface reconstruction
across spatial frequencies, Zernike terms 1:6 (2nd column), 1:21 (3rd column), and 1:37 (4th
column) were removed for both reconstruction maps.

The surface sag RMS values of the reconstructed maps ID::;) and INT" , with Z

standard Zernike terms removed, are calculated and reported in Table 1. The values were only
calculated over the common 45.29 mm diameter central aperture, to match the 45.29 mm
diameter aperture measured by the interferometer.

Table 1. Surface Sag RMS of 45.29 mm Diameter Central Aperture on {/1.26 50 mm
Diameter Convex UUT from ID and INT Surface Sag Maps

Surface RMS Surface RMS Surface RMS Surface RMS
Zernike Terms Zernike Terms Zernike Terms Zernike Terms
1:4 Removed 1:6 Removed 1:21 Removed 1:37 Removed
(nm) (nm) (nm) (nm)
INT 462.04 447.69 53.71 18.48
1Dy 477.34 431.49 56.00 16.26

The ID;{ and INT"* maps showed close agreement across spatial frequencies.

Additionally, the RMS surface sage values were very similar. However, due to the
overlapping areas tested and the slope stitching, it appears that the ID process performs a
slight smoothing process in the reconstructed map. Additionally, some error inherent in
phase-shifting deflectometry systems may be negatively impacting the reconstruction
accuracy in the infinite deflectometry test. These errors, including positioning uncertainty,
have been well explored for PSD based deflectometry measurements [29,33] although a more
complete follow up study is required to fully understand the unique errors sources to the
infinite deflecomtetry configuration. Finally, the ID process was readily able to achieve a full
aperture reconstruction of the highly convex f/1.26 50 mm diameter optic, demonstrating
increased testing capabilities for deflectometry.

4.2 Metrology results for Alvarez lens surface

The reconstructed map of the 6 mm optical area of the Alvarez lens as measured by the ID
system, IDajyarez» and a comparison theoretical (i.e., designed) surface map are given in Fig. 8.
Additionally, the height profile as measured by the KLA-Tencor Alpha-Step D-500
profilometer, Sp, and the height of the same profile taken from the IDajae, map, Sip, are
reported.
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Fig. 8. An Alvarez lens represents a highly freeform surface which presents a unique
metrology problem. Using a diamond turning machine a 6 mm diameter Alvarez lens with 17
pum of horizontal coma and —17 pm of trefoil was designed (top right) and manufactured. The
final surface generated was measured using the Infinite Deflectometry system with 180
clocking positions (top left). To cross-check the measured data performance, a KLA Alpha-
Step D-500 profilometer was used to measure a profile of the optic, shown as a black line in
the surface map (top left). The surface height of the profile from the ID measurement, and the
profilometer were compared (bottom left) and the difference was calculated (bottom right).

Standard Zernike terms 1:37 were fit to the IDaj.e, map, and the designed term values
(i.e., ideal surface) are compared in Fig. 9. The RMS surface deviation from ideal design was
2.75 pm with Zernike terms 1:4 removed, 1.78 pum with terms 1:8 removed, 178 nm with
terms 1:21 removed, and 160 nm with terms 1:37 removed.
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Fig. 9. Using a CNC diamond turning process, a 6 mm diameter Alvarez lens was generated on
a PMMA disk and measured. The infinite deflectometry surface map was fitted with standard
Zernike terms 1:37 (black bars). This was compared to the Zernike terms representing the
design values (checked bars).

91



Research Article Vol. 27, No. 5 | 4 Mar 2019 | OPTICS EXPRESS 7613 |
Optics EXPRESS

The Infinite Deflectometry system was able to achieve a full aperture surface
reconstruction of the Alvarez lens, a 6 mm diameter freeform generated in a PMMA disk. The
surface had ~148 um PV of surface height variation over it. The reconstructed map was
similar to the ideal surface, however, the measurement reported small amounts of Zernike
terms Z5, Z6, and Z9, which represent vertical and 45-degree astigmatism and vertical trefoil
respectively. Additionally, the magnitude of Z8 and Z10 in the reconstructed surface did not
exactly match the designed surface. This is not unexpected for the manufacturing tolerance of
machining performed for the surface. For an independent verification, a profilometer
measurement of a profile of the surface was in close agreement to the same slight from the
reconstructed ID surface, with 488 nm RMS difference.

5. Conclusion

While deflectometry historically has provided a powerful non-null metrology method for
measuring concave optics, convex and even large flat optics have proven challenging to
measure. This is due to the requirement that the source area in a deflectometry test must be
large enough to allow for some light from the source to be collected by the camera, after it is
deflected by the UUT. For flat to convex optics, or highly freeform optics, extremely large
source areas are required to measure the full UUT area. As an alternative, we have presented
Infinite Deflectometry, which utilizes a standard camera and digital display, along with a
precision rotation stage which the UUT is placed upon, to create a series of virtual sources,
thereby expanding the dynamic range of the slope measurement. When taken together, these
virtual screens create a tipi shaped source which completely encloses the UUT and allows for
testing a ‘infinite’ range of surface slopes.

A demonstration system successfully produced a high accuracy full aperture surface
reconstruction map results of a highly convex f/1.26 50 mm diameter spherical optic, as well
as testing a highly freeform Alvarez lens. The ID method represents another deflectometry
system modality which extends the measurement capabilities of the deflectometry technique.
We do not claim the ID method is superior to other precision metrology techniques such as
interferometry. Instead, our goal is to improve the fundamental deflectometry technique to
provide more value to the optics metrology community by providing multiple options and
cross-checking metrology solutions.
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Abstract: We introduce a scalable temporally modulated long wave infrared source design. The design makes use of
time modulated blackbody heating elements which are input sources into a custom aluminum integrating cavity. The
output of the box is a rectangular slit, built to match the traditional tungsten ribbon design for an infrared deflectometry
source. Temporal modulation allows for signal isolation and improved resilience to background fluctuations in an
infrared deflectometry source. Infrared deflectometry measurements using the new source design and a traditional
tungsten ribbon, both with similar radiant flux, were compared for a ground glass surface, an aluminum blank, and an
aluminum blank under thermal load (300 ° C). Signal to noise ratio was ~4 times higher for the new design, as well
as improved source stability and geometry. Further, the new design successfully measured the previously untestable
hot aluminum flat. The new design improves infrared deflecomtetry and allows for deflectometry measurements of
optics under thermal load.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

As manufacturing methods continue to improve, a wider range of materials are being shaped into custom freeform
surfaces for new optical applications. These materials, which include metals, glass, ceramics, and plastics, are turned
into high performance optics using grinding and polishing methods, computer numeric control (CNC) diamond
turning, sub-aperture polishing methods, 3D printing, and more [8,9,45,53,54]. To assure proper fabrication,
advanced metrology technologies must be used. This allows for monitoring and guiding of the fabrication process,
and final verification of the optical surface shape.

Typically, interferometry and deflectometry are used for high accuracy and precision metrology of freeform
optics [37,45,54,55]. Interferometry is a null metrology method, which requires using a null optic as a reference
measurement to the unit under test (UUT). For freeform optics in particular, computer generated holograms (CGH)
have become highly attractive for use as a null optic as they can generate a freeform null and additionally can provide
advanced alignment features [15]. Unfortunately, a CGH can only null a designed specific optical configuration, and
they typically can be expensive to fabricate. Deflectometry is a non-null test method, in a which a source presents a
known pattern, which specularly reflects from the UUT and is recorded by a camera. By knowing the geometry of all
components to high precision the local slopes of the UUT can be determined and integrated to generate a reconstructed
surface map. Particularly for extremely large optics, such as telescope optics, fabrication is typically achieved using
grinding and polishing [5,54,56,57]. The grinding phase of generating optics offers a unique period during which rapid
removal of material is performed, allowing for faster convergence to the final desired surface shape, with removal
rates being up to thousands of times faster than during polishing. During the period, the optical surface root mean
square (RMS) roughness can range from hundreds of microns down to 1 micrometer, and the surface shape can change
significantly. The rough surface is not specularly reflective to visible wavelengths, making measurements challenging.
Utilizing an infrared system is a desirable solution to grinding phase metrology as the rough surface will be specularly
reflective at longer wavelengths. While infrared interferometers exist which could achieve this measurement [58], the
rapidly changing surface shape during the grinding phase requires equally rapidly changing custom null optics.
Instead, deflectometry has been used with an infrared source to measure such rough surfaces [37,59].

A key challenge in designing infrared deflectometry systems is in the choice of a thermal source. Ideally, a
deflectometry source will provide a high signal to noise ratio for the system, while having high spatial modulation
accuracy and capabilities and excellent stability. One possible source design is to apply current to a thin tungsten
ribbon, which induces joule heating and creates a rectangular, pseudo-blackbody emitting source. By scanning the
ribbon in orthogonal directions, a line scanning source is created. This ribbon design formed the basis for the scanning
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long wave optical test system, SLOTS, which has been used extensively in infrared deflectometry, and the tungsten
ribbon source, with minor variations, is still the traditional source used for infrared deflectometry [37,46]. However,
a tungsten ribbon has some significant limitations when applied to deflectometry.

In a deflectometry system, any uncertainty in the shape and position of all components directly reduces the
accuracy in the final optical surface reconstruction. For a tungsten ribbon, low order bending modes frequently occur,
particularly as the ribbon experiences thermal gradients and load. Thus, the idealized flat rectangular shape of the
ribbon, used for data processing and surface reconstruction of deflectometry data measurements, may be incorrect and
can lead to surface reconstruction errors. Further, the source output is assumed to be uniform across the ribbon, and
stable over the testing period. However, tungsten evaporates and degrades with use over time, leading to a potentially
non-uniform emission profile across the surface. This is coupled with the challenge that the ribbon’s power draw and
emission may fluctuate with time. One final consideration is the limit to how much output power can be achieved with
a ribbon source. Because the ribbon acts as a pseudo-blackbody source, applying more power to raise the signal power
will shift the output spectrum to lower wavelengths, away from the desirable longer wavelength, and above a certain
point the load will be too great for the ribbon to handle, leading to a failure in the source. These comments are not
meant to diminish the impact the tungsten ribbon had on infrared deflectometry specifically, and metrology generally.
Without the introduction of the tungsten ribbon source, high accuracy, rapid and efficient in-situ testing of diffuse
optics was challenging, time consuming, and extremely expensive. Instead, these known limitations to the tungsten
ribbon layout a clear framework of considerations that must be addressed to produce an improved infrared
deflectometry system at the source level.

We have created a new source design which addresses these prior issues and opens a new region of infrared
deflectometry testing. The source is a long wave infrared time modulated integrating cavity (LITMIC), which uses
modular high efficiency and high stability resistive membrane blackbody elements. Due to the modular design, the
number of elements, referred to as ‘caps’, inputting radiation into the integrating cavity are readily scalable. The light
is output via a machine cut slit, whose geometry is stable and known to machining precision. Finally, a key feature of
the LITMIC design is the ability to temporarily modulate the source at up to 1 Hz, providing an infrared time
modulated signal, which allows for isolation of the signal relative to background noise during a test. The new source
was modeled and optimized using illumination design software, and the final optimized design was built and used to
measure a diffuse glass and an aluminum blank surface. A comparison was made using a traditional deflectometry
tungsten ribbon source, whose shape was identical to the exit slit of the box, using the same setup and camera. This
allowed for direct comparison of the two sources. Finally, an aluminum flat under high thermal load, which has
historically been unmeasurable using a traditional source for infrared deflectometry, was successfully measured using
the LITMIC source.

2. Background Theory
2.1 Deflectometry

Deflectometry represents a non-null optical metrology method which can, using careful calibration, produce highly
accurate surface reconstruction of optics. The metrology method measures the local slope of a unit under test (UUT),
and these local slopes are integrated in post-processing to reconstruct the surface map. With proper calibration,
deflectometry can provide surface measurements with an accuracy comparable to interferometry [4].

Due to the non-null nature of the test, deflectometry can measure a wide dynamic range of surface slopes. The key
limiting factors in a deflectometry test for what is measurable are defined by the source size, the camera field of view
(FOV), and whether the tested UUT surface can reflect the light emitted from the source. For an area on the UUT to
be testable it must be in the FOV of the camera. Further, by tracing a ray from the camera to any mirror pixel, the ray,
following the law of reflection, must then after deflection intercept some point on the source area. This assures that
the extend of the source is great enough to fully measure the UUT surface, although techniques exist to assure this can
be satisfied for most any surface [60]. Finally, the light emitted from the source must be specularly reflected from the
surface of the UUT.

In most deflectometry setups, a high-resolution camera with a well-defined entrance pupil location is used, with
the camera entrance pupil location referred to as c(x,y,z). The camera is focused onto the UUT surface, such that the
camera pixels are mapped to the UUT surface and represent discrete ‘mirror pixels’, referred to as u(x,y,z), over which
the local slopes will be calculated. Ideally, the source for a deflectometry setup has well defined spatial emittance,
allowing for accurate knowledge of the geometry of s(x,y,z), and has high repeatability and stability. Additionally, it
is advantageous to have a source with high signal power, which provides the test system with a high signal-to-noise
ratio (SNR). For every camera pixel, the precise location on the source that successfully illuminated the camera pixel
is determined during the measurement. Taking this data, using the ray start location at the source, the end location at
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the camera, and the intercept location at the mirror pixel, the local slope at the mirror pixel can be determined. This
process is extended to all pixels to measure the local slopes at all mirror pixels on the UUT in orthogonal directions,
referred to as Sx(x,y,z) and Sy(x,y,z), representing the x and y slopes respectively. These slope maps are integrated,
typically done using a zonal integration method such as Southwell integration [61] or a modal integration such as
using a gradient Chebyshev polynomial set [62], resulting in a reconstructed surface map. Figure 1 demonstrates a
standard deflectometry setup and the model used for local slope calculation.

Source,

s(xy.z)

Mirror C.C.

plxy.z) +

Camera,

c(xy.z)

v(xy.z)

u (x,y.z)

(a) (b)

Figure 1. A traditional deflectometry system relies on a source, s(x,y,z), which emits light with a well-known spatial
definition. Some of the light rays, defined as vectors v(x,y,z), successfully deflect from the UUT, u(x,y,z), and are captured
by a camera, c(x,y,z), whose entrance pupil location, p(x,y,z), is well known. Typically, the source and camera are place as
close to the center of curvature (C.C.) as possible to approach a one-to-one imaging scenario, as shown in (a). By knowing
the precise coordinates of the ray origin at the source, the ray intercept at the UUT, and the ray end at the camera, a local
slope at the ray intercept can be determined in the x and y directions, referred to as S, and Sy respectively (b).

Uncertainty in the location of any components in the system will reduce the accuracy of the local slope calculations,
and thus the surface reconstruction process. Therefore, it is important to know the position and geometry of all
components to a high degree of certainty. While this is readily accomplished for the camera, using calibration and
measurement methods such as a coordinate measurement machine (CMM) or even a laser tracker, for the source it
can be more challenging, as the source is significantly larger than the camera pupil and, in a scanning source design,
will have additional mechanical uncertainties. Further, the source emission uniformity and stability are extremely
important, as any uncertainty in the source behavior with degrade local slope calculations [46,47]. These issues are
readily addressed in visible deflectometry systems, which benefit from the use of high resolution, high performance
digital displays. However, for infrared deflectometry, the problem becomes more challenging.

2.2 Infrared Deflectometry

Infrared deflectometry extends deflectometry to measuring diffuse rough optics which are challenging to measure
using traditional techniques. There exists a wide range of materials which do not specularly reflect visible light, thus,
infrared deflectometry is an important metrology tool. This is particularly true for the grinding phase of mirror
fabrication, where a rough grit is used to rapidly grind the UUT down to the final desired surface shape. During this
period the root-mean-square (RMS) surface roughness will typically drop from 1000 um to 1 um as smaller grit sizes
are used. For such rough surfaces, visible light is scattered and thus visible spectrum metrology tools are inapplicable;
however, infrared deflectometry has been applied during this phase successfully for several mirror fabrication projects,
including the Daniel K. Inouye Solar Telescope (DKIST) primary mirror [37].

The test setup used for most infrared deflectometry systems relies on a rectangular source which is scanned in the
x and y orthogonal directions. The longer the emission wavelength of the source, the rougher the surface that can be
tested, provided the source power is high enough and a suitable camera for the given wavelength range can be used.
Traditionally, a heated tungsten ribbon acts as the source, serving as a pseudo-blackbody element. Coupled with a
long-wave infrared (LWIR) camera, which is sensitive in the 7-14 um range, this allows for testing 1 um to ~ 25 um
RMS rough surfaces. This test setup has been successfully deployed and used to measure a variety of rough, non-
specularly reflecting surfaces and was able to achieve high accuracy surface reconstruction [21,37,38,45,46]. It should
be noted that other dynamic heated screen patterns, including a scanning infrared laser and a resistor array, have
successfully been used as sources for infrared systems, however, based on the literature a heated scanning ribbon still
serves as the most common source for testing large diffuse optics [63]. An example case showing the rough 4.2 m
diameter off-axis parabola DKIST primary mirror surface during testing, as well as the reflected LWIR light from a
scanning tungsten ribbon as captured by a LWIR camera for a deflectometry measurement of the UUT are shown
below in figure 2.
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Figure 2. After generating a mirror blank, the surface goes through a grinding process, which rapidly converges the UUT to
the desired shape. For the DKIST primary, a 4.2 m Zerodur blank was ground from ~100 um down to 1 um RMS surface
roughness. During this process, the rough surface (left) was measured using infrared deflectometry. The infrared
deflectometry system uses a scanning heated tungsten ribbon and captures reflected light in the 7-12 um range (right), which
is specularly reflected by the rough surface.

Just as with visible deflectometry, the uncertainty in all components directly affects the accuracy of the surface
reconstruction. In the LWIR region, camera choices are more limited than the visible, and the most common detector
type is a microbolometer array, which typically have large pixels than CCD or CMOS detectors. However, the
diffraction limit in the LWIR region is also approximately an order of magnitude larger than the visible spectrum,
thus, the pixel pitch is not a limiting factor. Additionally, accurate knowledge of the source shape and position can
become highly challenging if not impossible to measure, as will be explored in the next section.

Finally, the source signal as compared to the background, which broadly is captured by the term signal to noise
(SNR) ratio, is a key characteristic of the source. All objects radiate to some extent in the infrared region, thus, there
is a large amount of background thermal radiation both in and out of scene that contributes significantly to the noise
levels during an infrared deflectometry test. Further, the background radiation may change during the test. A simple
and traditionally used pre-test background image (or average of background images), may not always be enough to
remove the background noise during testing. This issue is especially clear when considering that the source itself is
moving during the test and may leave a thermal ‘tail’ in the air, as well as introduce a shifting background emitter in
the form of the housing hardware. The noise issue is compounded by the fact that, for a heated metal source, there is
a clear limit to how much signal output power can be achieved before failure of the source. Lastly, the output power
uniformity and stability are highly important, as any variation during testing will skew results and impart uncertainty
into the final reconstructed surface.

2.3 Time Modulated Infrared Integrating Box Source

With these considerations in mind, we have developed an infrared source which addresses the previously covered
limitations of a tungsten ribbon source and allows for novel testing situations for infrared deflectometry. The source
is a long wave infrared time modulated integrating cavity (LITMIC) which uses modular heating elements as input
radiation and has a rectangular output slit where the light is emitted, mimicking the ribbon source dimensions for
direct comparison. It should be noted; the cavity and emission area were selected for comparison to a tungsten ribbon
source and can be readily changed and optimized to other geometries for different testing configurations. The design
provides high signal output power, excellent uniformity and signal stability. Because it is a machined output slit, the
source geometry is known to machining precision.

The LITMIC source makes use of small resistive caps, which contain an extremely thin resistive alloy membrane
that exhibits high emissivity can cool extremely quickly. Thus, the source can be temporally modulated, achieving an
80% contrast ratio at 1 Hz. This allows for in-situ updated background noise images during testing, as the signal output
can be modulated to capture ‘background’ and ‘signal’ images during the scanning. Further, although not implemented
in this setup, a detector which provides direct signal output, and does not integrate the signal, could be used to filter
the signal in the Fourier domain to further isolate the signal from noise, although, due to the available camera in this
study, this approach was not implemented.

The integrating cavity can be machined out of any material which will maintain shape and diffusely reflect the
LWIR being input into the cavity, although consideration of the inner cavity dimensions must be made to assure that
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the light is properly scattered interiorly to achieve a uniform non-directional emission from the exit slit. Further, the
interior of the cavity may be coated, depending on the cavity material, to adjust the radiant flux by minimizing
reflection losses, and the number of input caps can be adjusted as well to scale radiant flux. Finally, the emission slit
geometry can be altered, although again the interior cavity design must be properly configured to assure proper
emission behavior.

With considerations towards matching the geometrical and radiometric properties of a tungsten ribbon source, an
integrating cavity source was designed and machined. The cavity was designed with 20 input ‘cap’ sources, operating
at approximately 70% maximum power for safety and to achieve a 1 Hz flicker rate. The cavity itself was optimized
to achieve uniformity over a rectangular exit, while the interior of the cavity was a box shape made of bare aluminum
with a surface roughness of 3.4 um. The design was modeled to match a traditional tungsten ribbon source which has
been used in previous infrared deflectometry test [64] for comparison purposes. The matching of the slit and ribbon
dimensions allows for direct comparison of the two sources. The system was modeled in Light Tools, and the location
of the heating elements, as well as interior cavity dimensions and surface roughness, were optimized to achieve a
uniform power output across the exit slit while maintaining non-directional output over approximately 2 steradians.
The output was simulated at the slit, where uniform power was the goal. The near field irradiance pattern, as well as
the final optimized box design, are shown below in figure 3.

F 4.34

Modular Infrared
Cap Source
Diameter: 11.24 mm

Total: 20

Exit Slit
Length: 80 mm

Width: 1.8 mm 2.48
100 l
mm 0
(a) (b) mW/mm?

Figure 3. An aluminum integrating box was designed and optimized to make an infrared source. The box was designed to
have 20 input source ports, where small, high emissivity, modular and time modulating infrared cap sources were input in
the final built box. An emission exit slit, where light would leave the box, was designed to match the dimensions of a
comparison tungsten ribbon infrared source (a). The optimized design was modeled in Light Tools, where the irradiance at
the surface of the box was simulated to assure high uniformity across the exit slit (b).

2.4 Comparative Radiometric Modeling

For the purposes of a direct comparison, the source power of the integrating cavity design was matched to that of the
tungsten ribbon. The tungsten ribbon behaves as a pseudo-blackbody emitting source, and the radiometric equations
predicting the ribbon emission have been well documented [47]. The integrating cavity designed and built features a
bare aluminum internal cavity, with an RMS surface roughness of approximately 3.4 um, and when the source
elements were activated, the emission slit acts as a black body emitting source, which emits roughly over 2 steradians.
Further, each source features the same emission area and were linearly scanned for testing. The raw data acquisition
is from the pixel camera detector pixel response, where a centroiding process is used to extract the peak signal response
for every camera pixel as a function of source location Thus, as all other components are identical in a system other
than the sources, the goal was to match the source radiance.

As has previously been described [21,48,49], using the law of error propagation, when only noise li is
considered, the centroid uncertainty, o, is determined from the recorded intensity response width, w, the
number of samples taken, N, and the SNR:

" VNSNR VN Pgig/NEP’

Psig is the signal power and NEP is the noise equivalent power, which is typically the dominant factor in an infrared
deflectometry test. The centroid uncertainty directly relates to the slope uncertainty as:
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Asgz,[Z]

Where Z is the distance from the source to the UUT. The signal power is determined by considering the reflected
radiance, Ly, the diameter of the camera aperture, D4y, the source width, ws, and the camera focal length, f, given by:

Apix
Psig = ToLrefAimeix = ToLref (WscDap) %l [3]

The reflected radiance, Lre, is derived from the source radiance, Lsrc, and is scaled by the reflectivity of the UUT,
ru, and the relative reflectance due to rough surface scattering, rs. The value is calculated according to:

Lref =Tals Lsrcel [4]

To this point, the tungsten ribbon and the integrating cavity design share the same radiometric considerations. The
primary difference arises in the different source radiance, defined as Lsrc_ribbon @Nd Lsrc_cavity fOr the ribbon and cavity
respectively. The ribbon source radiance is given by:

_ €7 af_14 Pribbon [5]

Lsrce ribbon —
- TAsrce

Where the total power from the power supply, Pribwon, iS Scaled by the emissivity of the source over the given
radiation band, ., which is 0.10 [47,50,51] For the ribbon configuration used, the power draw was approximately
2.1 W (2.2 A, 0.95 V), with an operating temperature of roughly 440 ° C. The portion of the total radiation in the 7-
14 umband, of,_,,, is calculated from Stefan-Boltzmann law. Finally, the solid angle is given by = = 3.14 rad, which
is the solid angle when a differential plane source radiates towards a hemisphere and the surface area of the source,
Asre, 1s directly calculated from the source geometry. The source radiance for the cavity is similar to that of the ribbon
with some minor differences. This is given by:

L _..b &€ 0(?_14 N Pcap
srce_cavity — e

TAsrce ' [6]

Where the input power is given by the power per cap source, Pcap, Which for the designed cavity was approximately
0.35W (23.8 V, 14 mA), with a temperature of 450 °C, and is scaled by the total number of caps inputting energy into
the cavity, N, which for the presented design was 20. The emissivity and radiation are unique to the cap source and
are designated as € and o$_,, respectively. Finally, the total output radiance from the cavity is scaled by the
reflectivity of the cavity interior, re, which for bare aluminum at the operating temperature is approximately 0.93 [52]
to the power of the average number of bounces taken by a ray from a source cap to exiting the box, b, which for the
given design was approximately 46, as calculated in the Light Tools model.

It should be noted that while minor parameters differ between the source radiance definitions for both a heated
metal-based source and the LITMIC source, the most fundamental difference is the power scalability of the LITMIC
source. Blackbody sources will shift their emission spectrum to higher energy, lower wavelengths as the input power,
and thus temperature, increases. This is non-ideal for a long-wave infrared source. Further, there is an input power
threshold for all materials, above which the material will fail. As seen in equation 6, the same long-wave infrared
spectrum can be maintained while adding power to the source by scaling the number of sources, which is a unique
feature for the LITMIC source.

The parameter values for the as designed and manufactured LITMIC source, as well the tested tungsten ribbon,
are provided in table 1. The specific details of the source’s implementations are provided in later sections.

Table 1. Source Parameters for Infrared Deflectometry

Parameter Notation Value Unit
Tungsten Ribbon power total consumed | 2.10 Y
Single cap power total consumed P.op 0.35 w
Tungsten Ribbon Radiation in 7-14 um band )14 0.28 N/A
Cavity Radiation in 7-14 um band o514 0.28 N/A
Tungsten Ribbon Source Emissivity & 0.10 N/A
Cavity Source Emissivity & 0.90 N/A
Cavity Reflectivity (Bare Al) 0.93 N/A

rC
Cavity average ray bounces b 46 N/A
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Source surface area (for both sources) Agc 1440 mm?
Ribbon source radiance Lorce rivbon ~ 1.36 X 1075 W/mm?/sr
Cavity source radiance Lorce cavity  1.38X 1075 W/mm?/sr

It must be noted that in the final test, the input power to the cavity and the ribbon were altered slightly to achieve
an average identical power signal on a camera pixel from both sources. This is due to the goal of having like
comparisons between the two sources; the goal was not to compare the power output from the sources, which can be
significantly adjusted via engineering choices.

3. Experimental Setup and Measurements

An infrared deflectometry system was assembled on an optical table. The camera featured a ~1 - 2 m variable focal
length germanium lens, and the detector was a microbolometer array with 640x320 pixels (7-14 pum response,
Thermal-Eye 3500AS). The exposure, gain, and level settings were adjusted prior to testing such that the output was
never saturated, and the settings were held constant between all tests. An optical mount was situated approximately
one meter from the camera and was fixed in place and allowed for repeatable placed of the UUT. The camera was
focused on the UUT surface for deflectometry measurements and was focused on the sources for measurements of the
source properties.

The source was the only component in the system which changed. To compare properties between source
modalities, a scanning platform was utilized with a mounting interface to interchange LWIR sources. A motorized
lead screw stage (Velmex BiSlide, Model #MN10-0350-M02-31) moved source assemblies in the vertical direction
with an absolute positional accuracy of £0.005 mm. For ease of comparison, sources shared identical slit dimensions
(75 x 2.5 mm) and radiant exitance planes. Figure 4 demonstrates the camera and source setup for the test system.

maity) W

NIR Camera

Figure 4. The infrared testing system used for all tests in this manuscript was composed of a linear scanning source (left) and
a long wave infrared camera (right). The source was mounted in a kinematic mount, allowing for repeatable interchange
between a tungsten ribbon source, as seen above, and the LITMIC source.

3.1. Infrared Source Structure and Setup

A LWIR thermal line source was implemented by running direct current (2.2 A, 2.1 W) across a thin tungsten ribbon.
Transient thermal noise from the wire, such as the local heating of air, was reduced by taking measurements after the
ribbon reached an equilibrium state (~5 minutes), closer to the environmental thermal steady-state condition.

The LITMIC source was implemented by applying a (0.24 A, 7W) load to a circuit consisting of 20 emitters
(Axetris Model: EMIRS200 T039 w/ Cap; 2 to 14 um spectrum, ~ 2 steradian emission). Pointed into the enclosure,
the rectangular emitter array was operated by binary power cycling with a digitally controlled relay (Numato 1 Channel
USB-Powered Relay Module). Enclosure walls were machined from bare Al 6061-T6 and characterized to 3.4 um
RMS by a Zygo NewView 8300 Interference Microscope. Finally, aluminum-covered “gull-wing” shields were added
to block excess thermal noise from the slit source plane. Figure 5 demonstrates the integrating cavity after assembly.
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High Tilt (~60° tilt
about source line)

Direct View

Figure 5. The assembled LITMIC source was constructed from an aluminum cavity and utilized 20 ‘cap’ input sources (a).
Aluminum gull fins were added to the top of the box during testing to shield the back end of the caps and to assure no excess
emission or reflected LWIR came from the LITMIC source (b). A direct view of the source, as capture by a LWIR camera,
shows high spatial uniformity of the signal and an ideal rectangular emission shape (c), and when the LITMIC source is
rotated about the emission slit, the same uniformity and power output is observed (d) indicating idea uniform non-direction
emission from the exit slit.

3.2 Optics Under Test

Two diffuse optics were measured with both the tungsten ribbon and the LITMIC sources. The first optic was a 1500
grit ground glass (BK7) diffusing flat, measuring 2 inches in diameter, referred to as Glass'®®, Second, a bare
aluminum blank, measuring 3 inches in diameter was tested in two separate configurations. The Al flat was tested at
room temperature, referred to as Alreom, and additionally, the optic was tested under thermal load, after being heated
to a temperature of 150 °C, referred to as Aliso, to model metrology of an object operating in a high temperature
environment. The heating was accomplished by placing the aluminum blank on a hot plate operating at 150 °C for 30
minutes, after which, it was removed from the hot plate and mounted for testing. Surface roughness of the two optics
were verified with a Zygo NewView 8300 Interference Microscope. The surface roughness of the Glassisoo Was
measured as 127.89 nm RMS while the Alrgom Was measured as 102.53 nm. UUTs were positioned 1.35 m from the
source plane. Figure 6 demonstrates the optics that were measured.

Figure 6. A 2-inch diameter rough ground glass flat, referred to as Glass*®, (left) and bare aluminum flat, referred to as
Algroom, (right) were selected for measurement due to their diffuse nature, making infrared deflectometry and ideal metrology
method. The surface roughness of both optics was measured using a Zygo NewView 8300 Interference Microscope. The
ground glass surface featured a surface roughness of 127.89 nm RMS while the bare aluminum surface roughness was 102.53
nm RMS.
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3.3 Source Geometry and Temporal Stability Measurements

To measure the source emission geometry, tests were performed by recording a focused image of each source using
the LWIR camera previously described. A profile across the middle of each source was recorded to determine how
similar each true source profile was, as compared to the assumed ideal flat top rectangular emission profile.
Consequently, this allowed for verification that the recorded signal power on the camera pixels was similar between
the two sources, and that the source area was similar on the detector for both sources.

To observe the temporal stability, a measurement was performed by focusing the camera on each source, which
was turned on and recorded for 30 minutes, separately. An image was recorded every 10 seconds. For the test of both
the tungsten ribbon source as well as the LITMIC source, signal data was calculated over a series of pixels that were
imaging the source (N=50), and the noise statistics were calculated over several random pixels imaging the
background scene (N = 50). Over every signal pixel the average recorded signal count, the standard deviation of the
signal, and the peak-to-valley (PV) variation of the signal count, as reported by the output from the detector, was
calculated. The mean value for the signal power, referred to as signaliime-mean, the mean standard deviation, referred to
as signalime-sta, and the mean PV variation, referred to as signalime-pv, Were calculated. Similarly, the average noise
recorded signal over every noise pixel, as well as the standard deviation for every noise pixel was determined. The
mean noise signal, referred to as Noisetime-mean, @S Well as the noise standard deviation, referred to as noisetime-td, Was
also calculated.

3.4 Infrared Deflectometry Reconstruction and Repeatability

To determine the comparative surface reconstruction repeatability, multiple optics were measured using both sources.
The Glass®™® and Alreom and Alys optics were measured using the previously described deflectometry system and the
surfaces were reconstructed. For both sources, where the source was scanned 150 mm, using 30 interval steps, in a
step and stare method. The step and stare method operators such that the source is ‘stepped’ to the next scan position.
Once it has reached the new position and motion is stopped, an image capture is performed, referred to as the ‘stare’
process. UUT re-mounting and alignment error was avoided by testing surfaces with one source first and then the
other, keeping all other system parameters identical between tests. For all surfaces, 5 measurements were performed
in succession at each step and the behavior of several locations across the UUT were analyzed for each source. The
centroids were calculated for each source configuration. For the ribbon source, an average of 5 background images
were recorded and subtracted from all measurement images. For the LITMIC source, an ‘on’ (cavity emitting light)
and ‘off” (cavity not emitting light) signal was recorded at every step position, and the ‘off” signal at each position
was subtracted from the ‘on’ measurement. After this, a standard centroiding process was used for both source
measurements. The total acquisition time for the full 5 successive measurements of each optic was approximately 18
minutes using the tungsten ribbon source and was approximately 20 minutes using the LITMIC source.

The repeatability of the source reconstruction was determined by calculating the statistics across the repeated
measurements. Across several repeat measurements (N =5) the recorded peak signal response as well as the standard
deviation between measurements of the peak signal response, referred to as signalmean and signalsq respectively, were
determined for the camera pixels imaging the UUT. Additionally, the mean peak signal response and standard
deviation across the repeat measurements, referred to as noisemean and noisesq respectively, were determined for the
camera pixels imaging the background, which represents the noise statistics. The mean signal-to-noise ratio was then
determined. Finally, the data for every measurement set was processed and the source coordinate that illuminated
every camera pixel imaging the UUT was determined via a standard centroiding process. The mean centroiding
uncertainty of the source across the 5 repeated measurements, referred to as dmean.

Taking the processed data, the surface of all optics was reconstructed for every measurement for both sources.
Standard Zernike terms were fit to the reconstructed maps, and, after removing terms 1:4, 1:6, and 1:37, the maps
were compared. The reconstruction repeatability was analyzed. The results of all tests are detailed in the following
section.

1. Results
4.1 Source Geometry and Temporal Stability Measurements Results

The recorded source images the tungsten ribbon and LITMIC source, captured with the test system LWIR focused
through a flat precision mirror onto the source planes, as well as the signal profile across the midline, are shown in
figure 7.
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Figure 7. The source geometry is a key parameter in a deflectometry system. For the designed infrared deflectometry test
system, and image of the tungsten ribbon (a) as well as the integrating cavity (b) sources was captured using the system
camera through focused onto the source through a flat mirror. Observing a profile of the source for the tungsten ribbon (c)
and the LITMIC (d) sources, it is seen that the average signal power is similar, but the source profile geometries are quite
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The average source signal for both the LITMIC and tungsten ribbon sources, calculated over several pixels (N=50)

imaging the source, over a 30-minute period with an image capture every 10 seconds is shown in figure 8.

Figure 8. High temporal stability is essential for a deflectometry source, as any fluctuations in the radiant flux directly impacts
the recorded power by the camera pixels, which leads to reconstruction error. Over a 30-minute period, with samples taken
every 10 seconds, the camera detector pixel signal of the tungsten ribbon source (dotted black line) and the integrating cavity
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source (solid blue line) were recorded, to determine temporal stability of both sources.

The results of the source temporal stability measurements are reported in table 2. The time averaged camera signal
of both sources, referred to as signalime-mean, Was calculated to verify the signal power, as recorded by the camera, was
similar for both sources. Further, the standard deviation of the source signal over time, referred to as signaltime-std, IS
also reported, as is the peak-to-valley signal variation over the 30-minute measurement period, referred to as signaliime-
pv. The time averaged background noise signal and the standard deviation of the noise signal over the 30-minute

measurement period is also reported for both sources, referred to as NOiS€time-mean aNd NOiSEtime-sta respectively.

Table 2. Temporal Stability of Tungsten Ribbon and Integrating Cavity Sources
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Source signalime-mean (A.U.) signalsime-s (A.U.) NOiSEtime-mean (A.U.) NOiSEtime-sta (A.U.) signalgmepv (A.U.)
Tungsten Ribbon 95.72 1.97 72.39 0.45 11.10
LITMIC 93.21 0.53 73.32 0.43 1.82

The source image showed similar camera signal readout for both sources, which implies the source radiance for
both the LITMIC and tungsten ribbon sources was similar, as designed. However, observing the profile of the sources,
the tungsten ribbon source has a peak signal in the middle of the ribbon, which decays towards the edges, while the
LITMIC source has a more rectangular emission pattern. The tungsten ribbon deviation from the ideal rectangular
pattern is expected as the boundary conditions and material wear will cause the emission pattern to change from ideal.
It must be noted that some of the shape deviation from an ideal rectangular shape is due to the limited camera resolution
in the test setup, however.

The temporal stability results suggest again that while the average peak signals from both sources are similar, the
temporal stability over time is highly different. At a peak mean power of ~95 signal counts on the camera, the tungsten
ribbon fluctuated rapidly and randomly ~ 2 camera signal counts, or 2% of the signal power. Further, the peak-to-
valley fluctuation at times reached 11 signal counts. The LITMIC source had a mean peak power of ~93 signal counts,
fluctuating with a standard deviation of ~0.50 signal counts, or 0.5% of the signal power. The peak-to-valley
fluctuation was 1.82 counts. In both test cases, the background noise, which is a combination of background radiation
and camera noise, fluctuated with a standard deviation of ~0.4 signal counts on the camera.

4.2 UUT Reconstruction and Source Repeatability Results

The reconstructed surface roughness maps of the 2-inch diameter 1500 grit ground glass surface, referred to as
Glass®™, as well as the 3-inch diameter aluminum blank tested at room temperature and under a thermal load after
being raised to a temperature of 150 °C, referred to as Alreom and Aliso respectively are shown in figure 9. All surfaces
were measured using the same deflectometry system with both the traditional tungsten ribbon source and the LITMIC
source. The surface roughness was determined by removing Standard Zernike terms 1:37 from all surface maps to
observe the high spatial frequency terms.
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Figure 9. Using both a traditional tungsten ribbon source (top row) and the LITMIC source (bottom row), infrared
deflectometry measurements were taken and the surface reconstructed for the Glass**® optic (left column), the Alggom Optic
(middle column), and the Al;so optic (right column). For all maps, Standard Zernike terms 1:37 were removed to observe the
surface roughness, as represented by the high spatial frequency terms.

The surface roughness of the Glass'>® reconstructed surface was 156.63 nm RMS when tested with the LITMIC
source and was 132.33 nm RMS when using the traditional tungsten ribbon source. The surface roughness of the
Alroom reconstructed surface was 93.78 nm RMS when measured using the LITMIC source and was 95.63 when
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measured using the tungsten ribbon. The surface reconstructed of the Al1so was not successful when using the tungsten
ribbon, however, the surface roughness when measured with the LITMIC source was 106.65 nm RMS. Figure 10

demonstrates the surface roughness maps of the Glass®® and Alroom Optics, as measured using a white light
interferometer.
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Figure 10. A 2-inch diameter rough ground glass flat, referred to as Glass™®, (left) and bare aluminum flat, referred to as
Algroom, (right) surface roughness was measured using a Zygo NewView 8300 Interference Microscope. The ground glass

surface featured a surface roughness of 127.89 nm RMS while the bare aluminum surface roughness was 102.53 nm RMS
over a small 834X834 um square area over each optic.

The signal from one pixel measuring the Alroom Surface during the five repeat measurements using the LITMIC
source, as well as the average signal response is shown in figure 11. The mean peak signal response and the standard

deviation of the peak signal response, as well as the mean peak background noise and standard deviation of the noise
across the five measurements is also shown.
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Figure 11. Five repeat measurements were obtained for every source configuration testing every optic. The five repeat camera
signals for one pixel imaging the Aluminum blank at room temperature during testing using the LITMIC source were plotted,
along with the average signal across the five measurements. For this test the mean peak signal recorded was 21.84, with a
standard deviation of 0.92, while the mean peak background noise signal was 0.83, with a standard deviation of 0.30.

The signal, noise, and centroiding repeatability results across the five repeat deflectometry measurements of all
optics, using both the LITMIC and tungsten ribbon sources, are reported in table 3. Please note that due to the lack of
signal and the large noise in the measurement of the Alss surface with a tungsten ribbon, it was impossible to record
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a consistent signal over anything more than a small portion of the UUT surface. Thus, these results were omitted as
the signal, noise, SNR, and centroiding error could not be calculated.

Table 3. Source signal and reconstruction statistics

Source Optic Signalmean * Signalsg NOiSemean + SNR Centroiding
(AU) noiseqq (A.U.) Error (mm)

Tungsten Glass!>® 4.68+1.92 1.28 +0.44 3.66 6.30

Ribbon

LITMIC Glass®®® 5.32+0.94 0.70+0.26 7.60 1.50

Tungsten Alrgom 22.68+1.17 4.74+0.27 478 4.50

Ribbon

LITMIC Alroom 21.84+0.92 0.85+0.30 25.69 1.35

LITMIC Aliso 18.44+0.81 0.89+0.27 20.71 1.36

Both the LITMIC source and tungsten ribbon source were successfully used to test the Glass**® and Alroom Optics.
In both test cases, the mean signal power recorded after reflection from the optic was similar. The standard deviation
across the five repeat measurements performed for every optic using each source however was slightly larger for the
tungsten ribbon as compared to the LITMIC source. The LITMIC source was better able to reduce noise, with an
average background noise of 0.70 camera signal counts in the glass test case, as compared to 1.28 counts for the
tungsten ribbon, and approximately 0.85 counts for the tests of the aluminum blank, as compared to 4.74 counts for
the tungsten ribbon. This directly impacts the SNR of both test methods, with the LITMIC source achieve a 2-5 times
larger SNR. The centroiding repeatability over the five tests, determined by calculating the standard deviation of the
centroids, was consistently ~1.5 mm for the LITMIC source and was 4-6 mm for the tungsten ribbon source.

Please note, the surface reconstruction results are in no way meant to reflect the reconstruction accuracy of either
source, as the reconstruction accuracy related to several system level effects. They purely are meant to observe the
repeatability and noise statistics of the traditional tungsten ribbon source and the LITMIC source.

2. Conclusion

While infrared deflectometry has been used to provide metrology of rough surfaces, there are clear limitations in
surface testing and reconstruction capabilities due to inherent characteristics of a tungsten ribbon source. For precision
fabrication and metrology, any uncertainty in the spatial and temporal behavior of a source directly negatively impacts
the reconstruction accuracy and uncertainty. Additionally, due to testing being performed in the infrared region, there
is almost always significant background thermal radiation contributions, which may fluctuate over time and further
degrade results. We have instead created an integrating cavity source, which emits long wave infrared light uniformly
from a machine precision exit slit, which we call the LITMIC source. The temporal and spatial emission behavior is
excellent for the source. Further, the source is temporally modulated at up to 1 Hz, which allows not only for better
signal isolation from the background noise but can accommodate testing in an environment where background thermal
fluctuations are occurring.

A demonstration infrared deflectometry system using the new LITMIC source successfully tested a diffuse ground
glass optic as well as an aluminum blank. The source exhibited excellent repeatability and significantly improved the
SNR of the test, as compared to testing using a traditional tungsten ribbon. Further, the LITMIC source allowed for
testing a previously unmeasurable aluminum blank while under thermal load, with the blank having been heated to
approximately 150 °C. This could enable in-situ testing of optics placed under thermal load to observe surface behavior
in extreme environment situations. We do not claim suing the LITMIC method is a superior test method to other
metrology solutions. Instead, our goal is to expand the library of usable infrared sources for deflectometry, thereby
further expanding the metrology options.
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ABSTRACT

Deflectometry is a metrology method able to measure large surface slope ranges that can achieve surface reconstruction
accuracy similar to interferometry, making it ideal for freeform metrology. While it is a non-null method, deflectometry
previously required a precise model of the unit under test to accurately reconstruct the surface. However, there are times
when no such model exists, such as during the grinding phase of an optic. We developed a model-free iterative data
processing technique which provides improved deflectometry surface reconstruction of optics when the correct surface
model is unknown. The new method iteratively reconstructs the optical surface, leading to a reduction in error in the
final reconstructed surface. Software simulations measuring the theoretical performance limitations of the model-free
processing technique as well as a real-world test characterizing actual performance were performed. The method was
implemented in a deflectometry system and a highly freeform surface was measured and reconstructed using both the
iterative technique and a traditional non-iterative technique. The results were compared to a commercial interferometric
measurement of the optic. The reconstructed surface departure from interferometric results was reduced from 44.39 um
RMS with traditional non-iterative deflectometry down to 5.20 pm RMS with the model-free technique reported.

Keywords: Deflectometry, model-free, metrology, freeform

INTRODUCTION

As the use of freeform optics in optical systems increases, there is a growing demand for accurate and dynamic
metrology systems. Two popular optical tests methods that are used for freeform metrology are deflectometry and
interferometry [1, 2]. Interferometry requires a null configuration for accurate results. This poses a challenge for
freeform optics, as the null optics will typically have to be custom computer generated holograms (CGHs) [3]. While
CGHs are extremely useful, they are expensive and only work for one null configuration. Deflectometry, a non-null test
method, has been used to provide accurate metrology of standard to freeform optics [4—6]. A deflectometry test relies on
having a source at a defined position. The ray emitted from the source is deflected by the unit under test (UUT) and is
recorded by a detector. This allows for surface slope calculations of the UUT, and the process can be thought of as a
reverse Hartmann test. By recording the ray start and end location, the slope on the UUT which deflected the ray is
calculated. This slope calculation is typically done in a ray trace program, and the slope calculation relies on having an
accurate estimation of where the ray was deflected by the UUT [5-6]. To minimize the error in the slope calculation an
accurate model of the UUT is required for the ray trace process. However, it is not always possible to have an accurate
surface model of the UUT; an example of this is during the grinding phase of an optic where the root mean square
(RMS) surface shape error from an ideal surface can change by millimeters between runs. In lacking an accurate surface
model of the UUT, significant error in the final reconstruction model can develop, particularly in the low to mid surface
shapes [5]. There are limited methods for reconstructing deflectometry data when an accurate surface model is unknown,
and all require significant user input. A standard approach when no accurate model exists is to simply model the UUT as
a flat, recognizing that the final reconstruction map’s low-mid order shape values have high uncertainty. More advanced
approaches such as an iterative system parameter optimization process [7] and a rapid reconstruction method using a
non-zonal parameter dependent integration to improve the initial UUT model followed by a successive over relaxation
zonal integration [8, 9] can lead to improved reconstruction accuracy.
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One primary limitation of these methods however is the demand for involved used input. We developed a model free
iterative deflectometry (MID) reconstruction approach which avoids the need for any user input model [10]. The MID
process begins always with a flat as the starting shape assumption and reconstructs the surface, which then serves as the
surface model for the next iteration. This process is repeated until a final reconstructed surface is converged upon. By
utilizing a continuously updating surface model, the MID method achieves improved accuracy in the low to mid spatial
frequencies in the reconstruction map without any user input beyond the raw deflecomtetry data. In this paper we present
a test of a freeform optic and the reconstruction results using the MID technique, which is described in detail in our
previous publication [10]. A simulation is also presented which explores the influence the geometric position uncertainty
in the system has on the final reconstruction map.

METHODOLOGIES

The raw input data for the MID approach does not differ significantly from traditional deflectometry processing
methods. The Cartesian coordinates in object space (UUT) of the source and the camera, which are defined as matrices S
and C respectively, must be known to high accuracy and must be input to the software. For the UUT itself, the MID
approach always starts by defining the model as a flat, referred to as matrix U°. The UUT clear aperture diameter must
be input and, to bound piston of the model, one point on the UUT, u¥(x,y,z), must be measured to determine its Cartesian
coordinate in object space as well as what pixel on the camera is measuring it. The final input for the MID approach are
the ray pointing vectors of the camera detector pixels, defined as vector R. Using these inputs, the MID process runs for
a total of t = 0:N iterations and results in a final reconstruction surface UN. The overall process is shown in figure 1.

Initial UUT Surface

Final UUT Surface Model, U°
Model, UN Tnput
T v
N Iteration, Output UUT Surface

(@ l/"_—. Model, Ut IE———
Updated UUT Surface Model, Delaunay Triangulation \
Ut*le Ui =y (v i)

For t = 0:N Iterations

Cam, C Surface
Rays, R Planes, Q"

Local Slopes, Ty, Ty Moller-Trumbore

Southwell Integration
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Figure 1. Using the initial flat surface model, U?, the MID process iterates N times and generates the final surface
reconstruction map UN (a). With a traditional non-iterative approach when the UUT model is incorrect the ray intercepts are
calculated at the plane of U° (b). Using the MID method, the true surface can be converged upon (c) [10].
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During the MID process the UUT model is first segmented into surface planes, defined as matrix Q' , using a Delaunay
triangulation [11]. Rays are then traced from the detector and the intercept locations, defined as matrix I', calculated
using a Moller—Trumbore algorithm [12]. The combined Delaunay/ Méller—Trumbore (DMT) process allows for highly
accurate slope calculations at every iteration. The Delaunay process takes the discrete surface points, which are defined
by mapping the camera pixels to the UUT surface model and segments them into unique planes that are well-shaped
triangles and satisfy a nearest-neighbor relationship. Coupled with the Moller-Trumbore algorithm, which performs a
highly efficient rapid ray-plane intercept calculation, the exact ray intercept coordinate in the surface planes is
determined in 3D space. The combined DMT process linearly increases in total processing time while an improvement
in accuracy exponentially decays with respect to the number of camera pixels used. The process is demonstrated in
figure 2 [10].

‘R ‘R R
e oo
e 0o 0 Delaunay Méller-Trumbore
[Triangulation, Algorithm
e oo
Ul Qt + R I(

Figure 2. Surface points U' are segmented into triangular planes, Q', using a Delaunay algorithm. The ray intercepts, I', are
then calculated using a Moller—Trumbore algorithm.

The local slopes at the UUT model surface in the x and y directions, defined as matrices Ty and T respectively, are
calculated using the ray start and end locations, C and S, and the intercept coordinates. The local slopes are then
integrated using a standard Southwell integration [13] to reconstruct the surface model. The process is iterated, with a
new reconstructed model U', being output at each iteration for a total of N iterations, at which point the final
reconstructed model is output, referred to as model UN.

In a previous paper, the performance of the MID approach was compared to a traditional non-iterative reconstruction
method for deflectometry data [10]. The optic tested was a bare glass surface with freeform departure in all directions
and had a radius of curvature (RoC) of 200 mm and a clear aperture diameter of 100 mm. The surface was generated
using a magnetorheological finishing (MRF) method which imparted a spiral pattern unto the surface. As a reference
comparison the UUT was measured using a commercial interferometer, a Zygo Verifire™ MST. A Zygo F/1.75 sphere
was used as the reference optic for the interferometer. The interferometer cannot accurately measure piston, tip, tilt, and
power, and thus these terms were dismissed in all measurements, both interferometric and from the deflectometry test.
Due to the steep freeform departure and the lack of a custom CGH for the test there was high fringe density even at best
null configuration which resulted in partial surface reconstruction error and missing data in the final surface. Figure 3
shows the best null configuration obtained in the interferometric test and highlights the complex fringe pattern and the
challenges associated with measuring the optic [10].

100 mm

Figure 3. The UUT had a spiral pattern imparted on the surface which made obtaining an interferometric null impossible
across the entire surface. High fringe density resulted in low modulation which made some areas on the map unmeasurable.

To obtain a deflecomtetry measurement of the UUT a SCOTS type system was utilized. The system consisted of an LCD
monitor which acted as the phase shifting source and an off the shelf camera. The UUT was mounted onto a rotation
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stage below the screen and camera, which were located near the center of curvature of the UUT. All components were
securely mounted on a breadboard which allowed for their positions to be maintained throughout testing. To measure the
position of all components a coordinate measuring machine (CMM) was used with a touch tip probe, which provided
position accuracy to =10 pm. The body edges of the camera were measured, and the detector plane was located relative
to the camera body using technical drawings. For the screen, the monitor edges were measured, and a plane was fit
which defined the source. Finally, the center of rotation on the surface of the UUT was measured, which served as the
known coordinate, uk (Xx,yx.zx) and as the global zero coordinate in x, y, and z. This was related to the camera pixel
measuring the known coordinate, pixel p(x,y,z). The full system parameters are listed below in table 1.

Table 1. Deflectometry Test System parameters

Camera Parameters
Manufacturer Point Grey
Model FL3-U3-32S2M-CS
Resolution 2080x1552
Chroma Mono
Pixel Pitch 25um
Source Parameters
Manufacturer Mimo Monitors
Model Mimo UM-760F
Resolution 1024x600
Pixel Pitch 150 yum
Mirror Parameters
Manufacturer Optimax Systems, Inc
Method MRF
Surface Bare Glass
Diameter of Optic 100 mm
Radius of Curvature 200 mm

For system calibration and to determine the pointing vectors of the camera pixels the ray intercept locations of the
camera pixels were measured at two locations. The camera was positioned at location c(x,y,z) and fixed in place. A
screen was then placed facing the camera at location 1(x,y,z). The screen pixels were then activated to determine which
screen pixels were being measured by each camera pixel. The screen was then shifted axially along the camera pointing
direction to a second location, 12(x,y,z), and the process was repeated. By measuring the screen intercept coordinates of
the camera pixels at two locations the pointing vectors for every camera pixel were recorded. All positions, c(x,y,z),
li(x,y,z), and Ix(x,y,z), were measured using a CMM which was accurate to = 10 pm. The test setup of the ray pointing
vector calibration process is shown below in figure 4 [10].

Camera, Lixy.z) Lxyz)
c(xyz)

Figure 4. The ray path of all camera pixels was determined by measuring the ray intercept at two locations, 11 and l2.

To obtain the raw deflectometry data the screen displayed a total of eight fringes, four in the x and four in the y
directions, while the camera measured the reflected signal from the UUT. To reduce systematic error, the UUT was
clocked 36 times, with a 10° clocking each time for a full rotation and was measured at each position. This allowed for a
rotation calibration to be performed [14]. After the raw data was obtained the surface was reconstructed in three ways.
First, the MID method was performed, using a total of six iterations to reconstruct the surface. Second, a traditional non-
iterative reconstruction method was performed using the same raw data, in which (1) a flat surface was assumed as the
UUT model and (2) a 200 mm RoC base sphere model was assumed. For all the methods the phase maps were
unwrapped using a four-bucket unwrapping algorithm to determine the screen coordinates, which were used for the local
slope calculations. The local slopes were integrated using a Southwell integration to obtain a reconstructed surface. The
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clocked measurements were reconstructed and averaged to create systematic error maps which were removed from the
reconstructed surfaces to generate the final reconstruction maps for the MID method and the two traditional techniques,
referred to as MIDs, MB ., and MBgphere respectively. These maps were analyzed, and low order standard Zernike terms
were fit to the data to compare to the interferometric map, referred to as INT. The missing data regions in the INT map
were not considered in the comparison to avoid extrapolation.

To complement the results of the paper a simulation of the test setup was performed, in which the system was modeled
as measured and the screen and camera positions were modeled with £10 pm uncertainty as well as a tip/tilt/rotation
uncertainty of 1 mrad. The simulation was created to model the expected error effects in the final reconstruction surface
due to the geometric uncertainty of the real test setup. Using the test setup uncertainty values described, the
measurement was simulated, and the surface was reconstructed using the MID method for six iterations. The error
between the reconstructed surface map and the ideal surface was calculated and low order standard Zernike terms
75:Z11 were fit to the error maps. This allowed for an estimation of the amount of error that could reasonably be
expected in the final reconstruction results for the real test based on the position uncertainties that existed in the test
measurement.

RESULTS

The simulation was constructed in Matlab in which an ideal sphere modeled on the previously measured optic served as
the UUT, with a radius of curvature of 200 mm and a diameter of 100 mm. The position of the screen and camera were
modeled on the measured position of the test performed in the previous paper. Using the previously measured ray
pointing vectors, a ray trace was performed which traced the rays from the camera pupil to the modeled UUT, and
finally to the screen plane. Using this data, which represented the modeled raw output data we expect from a
deflectometry test, the surface was reconstructed using the MID method. For no input error the MID method converged
to a perfect reconstruction (limited by machine precision). The camera position was then modeled with a 10 pm error in
the X, y, and z positions, as well as a tip, tilt, and rotation error of 1 mrad. Similarly, the screen was modeled with a 10
um error in the x, y, and z positions and a tip, tilt, and rotation error of 1 mrad. These values represented the uncertainty
in the position knowledge of the components in the previous paper [10]. The surface was then reconstructed using the
MID approach and the difference in the reconstructed surface with geometric error induced versus the perfect
reconstruction surface was determined. Standard Zernike terms 5:11 were fit to the difference map and a root-sum-
square (RSS) was calculated for the error from the various configurations to determine the total error attributable to the
geometric uncertainty. The results of the surface error in the reconstruction of the simulations are shown below in table 2
and table 3.

Table 2. Screen Uncertainty Simulation Reconstruction Error

Zernike 10 um X Pos. 10 um Y Pos. 10 um Z Pos. I mrad Tip 1 mrad Tilt 1 mrad Rotation ~RSS Value

Terms Error (um) Error (um) Error (um) Error (um)  Error (um) Error (um) (um)
z5 0.003 -1.497 -0.042 0.031 -0.002 -0.001 1.50
76 1.471 0.002 0.203 0.001 0.034 0.002 1.49
VA 0.005 0.603 0.010 0.003 0.001 0.001 0.60
V4 0.576 0.007 0.038 0.002 0.002 0.001 0.58
79 0.028 0.161 0.031 0.078 -0.015 -0.002 0.18

Z10 -0.580 0.161 -0.102 0.018 0.078 0.002 0.62
Z11 0.207 0.171 0.152 0.170 0.170 0.170 0.38

Table 3. Camera Uncertainty Simulation Reconstruction Error

Zernike 10 um X Pos. 10 um Y Pos. 10 pm Z Pos. I mrad Tip 1 mrad Tilt 1 mrad Rotation ~RSS Value

Terms Error (um) Error (um) Error (um) Error (um)  Error (um) Error (um) (um)
Z5 -0.006 4.119 -0.120 -0.001 -0.001 -0.001 4.12
76 -4.093 0.000 0.600 0.000 0.000 0.000 4.14
Zi -0.008 -1.311 0.055 0.001 0.001 0.001 1.31
z8 -1.253 -0.008 0.261 0.001 0.001 0.001 1.28
79 -0.203 -1.033 0.051 0.000 0.000 0.000 1.05
710 1.787 -0.313 -0.177 0.004 0.004 0.004 1.82
Z11 0.092 0.165 -0.479 0.170 0.170 0.170 0.56
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The raw data from the deflectometry measurement of the UUT was reconstructed using the three methods, MID and the
traditional non-iterative technique. The reconstructed surface maps were compared to the interferometric map and the
difference between the surfaces was determined. The difference between the reconstruction maps had low order standard
Zernike terms up to Z11 fit to the data. The first four Zernike terms, piston, tip, tilt, and power were not considered in
the fit. The results are shown below in table 4.

Table 4. Low Order RMS Normalized Zernike Term Difference between Reconstructed and Interferometric Surface Maps

Zemike Term MIDg (um) MBi (1m) MBsphere (HM)
75, Oblique Astigmatism 0.76 1.90 042

76, Vertical Astigmatism -5.12 -44.28 -15.80
717, Vertical Coma -0.36 -1.98 -0.40

78, Horizontal Coma -0.10 0.55 0.11

79, Vertical Trefoil 0.32 1.01 025
Z10, Oblique Trefoil -0.05 0.29 0.06
Z11, Spherical 0.04 0.63 0.17
75711 Total RMS Diff 520 44.39 15.80

For low order terms Z5-Z11, the total Zernike term root-mean-square (RMS) departure from the INT map for the MIDs,
MBia, and MBgphere surfaces were 5.20 um, 44.39 um, and 15.80 um, respectively. Based on the low order departure
from INT, the MID method provides close to an order of magnitude improvement in reconstruction accuracy when
compared to a traditional non-iterative approach with a flat as the model. When observing the reconstruction maps the
astigmatism and coma mismatch between INT and the other reconstruction methods is apparent. The reconstruction
maps with increasing Zernike terms removed are shown below in figure 5.

MBsphere
Z1:4
Removed
B
£
Z1:6 =
Removed =
5
1=
iy
B
5
wm
Z1:11
Removed

Figure 5. The interferometric surface map of the UUT (1st column), MID technique with 6 iterations (2nd column), and
non-iterative traditional reconstruction with a flat UUT model (3rd column) and a 200 mm RoC base sphere model (4th
column) method had Zernike terms 1-4 (top row), 1-6 (middle row), and 1-11(bottom row) removed to compare error
contribution from low spatial frequency. Please note missing data regions in the interferometric surface map resulted from
high fringe density in the measurement due to not having a custom CGH [10].
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DISCUSSION

The MID approach produced a reconstruction map which more closely matched the interferometric measurement as
compared to a traditional non-iterative reconstruction approach when no accurate model of the UUT exists. The
improvement is particularly apparent at low order surface shapes, such as astigmatism and coma, where deflectometry
traditionally suffers in reconstruction accuracy. However, there are still residual low order spatial features present in
both MID and traditional non-iterative reconstruction approaches which were not present in the interferometric map.
This is partly explained by the geometric uncertainties present in the deflectometry measurement. Any geometric error
leads to significant reconstruction error in the final map. Most of the astigmatism and coma present in the final map from
the MID method was predicted from the simulation of the test setup. This residual error can be reduced by using more
advanced calibration methods to reduce geometric uncertainty.

Overall, the MID method was able to significantly reduce the low order terms as compared to the non-iterative approach,
as well as demonstrating a capability to measure the large dynamic range of the UUT. This is particularly clear when
considering the interferometric map of the UUT, which without a custom CGH struggled to achieve an ideal null, and
thus resulted in missing data in the final map due to high fringe density.

CONCLUSION

The MID approach utilizes an iterative reconstruction method which leverages a Delaunay/ Moller—Trumbore algorithm
to achieve improved reconstruction accuracy of raw deflectometry data. The approach can readily be applied to a
deflectometry data processing package and can also be used on previously measured data. When testing a freeform bare
glass UUT the MID method resulted in a final reconstructed surface map which more closely matched an interferometric
measurement of the surface as compared to a traditional non-iterative deflectometry reconstruction approach of the same
raw data. The improvement in accuracy is particularly apparent at low order spatial features, where traditional non-
iterative deflectometry approaches struggled when no accurate UUT model was known. The residual errors in the final
reconstruction approach were predicted by a simulation of the test which accounted for the geometric uncertainty of the
positions of the hardware components. Thus, by improving calibration and hardware methods a further improvement in
accuracy can be expected.
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Abstract

Next-generation astronomical telescopes will offer unprecedented observational and scientific capabilities to look deeper
into the heavens, observe closer in time to the epoch of the Big Bang, and resolve finer details of phenomena throughout the
universe. The science case for this next generation of observatories is clear, with science goals such as the discovery and
exploration of extrasolar planets, exploration of dark matter and dark energy, the formation and evolution of planets, stars,
galaxies, and detailed studies of the Sun. Enabling breakthrough astronomical goals requires novel and cutting-edge design
choices at all stages of telescope manufacturing. In this paper, we discuss the integrated design and manufacturing of the
next-generation large telescopes, from the optical design to enclosures required for optimal performance.

Keywords Metrology - Fabrication - Design - Telescope - Optics - Precision

1 Introduction

Astronomers studying new phenomena and testing increas-
ingly detailed models of the universe require ever more pow-
erful instruments to complete their goals and collect photons
which have traversed immense distances and time, some-
times originating at the very beginning of the universe. From
Edwin Hubble’s measurements of the Doppler-shifts of gal-
axies, through studies of high redshift supernova explosions
that revealed the acceleration of the universe to the latest
studies of exoplanet atmospheric composition, astronomi-
cal knowledge has most often been limited by the number
of photons that could be efficiently collected. Phenomena
such as first light observations, exoplanet studies, dark mat-
ter, galaxy and planet formation, and other topics require
ever more advanced scientific instruments. For a detailed
analysis of these science goals, the reader is encouraged to
explore resources such as the GMT Science Book [1] or An
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Expanding View of the Universe—Science with the Euro-
pean Extremely Large Telescope [2]. To provide these scien-
tific capacities and to advance instrumentation capabilities,
the next generation of telescopes (NGT) must provide higher
spatial resolutions, larger light-collecting areas, and more
sensitive instrumentation. These telescopes are each unique
in their designs, from primary mirror and instrumentation
design choices to the observatory sites and dome designs.
However, they all share the goal of improving our under-
standing of the universe by providing advanced instruments
for astronomical observations.

One family of fascinating telescope design concepts cur-
rently being implemented is that of extremely large tele-
scopes. Since the 1.5 cm telescope made by Galileo in 1609,
there has always been a push for larger light-collecting areas
[3]. In the 19th century, there were rapid improvements in
telescopes, beginning with the 60-inch (1.5 m) telescope in
1908, which was eclipsed by the Hooker telescope with a
2.5-m aperture in 1917. It was not until 1949 that the Hale
Telescope took the record for the largest telescope aperture
at 5.1-m, held until the BTA-6 telescope was introduced in
1975 with a 6-m aperture. Since then, the Keck 1 with a
10-m aperture in 1993, the LBT with two 8.4-m primary
mirrors in 2005, and the Gran Telescopio Canarias with a
10.4-m aperture in 2009 have defined the largest telescopes
in the world. Figure 1 demonstrates this evolution of tel-
escope mirror diameters over time.
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Fig.1 Primary mirror diameter
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Fig.2 One primary focus of the next generation of telescopes will be
improved observational abilities of extremely faint phenomenon, such
as the studies of supernova remnants, in conjunction with other tel-
escopes. This is illustrated by the false color image of the remnants
of supernova Cassiopeia A. This image uses data from the Spitzer
Space Telescope (red), optical data from the Hubble Space Telescope
(orange), and X-ray data from the Chandra X-ray Observatory (green)
to display detailed structure. We can expect improved data from the
next generation of telescopes to be used to provide a deeper look into
such phenomenon [8]

Spanning more than two orders of magnitude in the
last three centuries, the need for larger apertures shows
no signs of slowing down. The extremely large telescopes,
whose primary apertures will range from 20 to 40 m, are
scheduled for first light as soon as 2024. Currently, three
such telescopes are being fabricated and will be opera-
tional in the near future: the Giant Magellan Telescope
(GMT) [4], the European Extremely Large Telescope
(E-ELT) [5], and the Thirty Meter Telescope (TMT) [6, 7].
Despite sharing the designation of being extremely large
telescopes, each system has unique design choices, from
mirror substrate materials to adaptive optics approaches.
However, all three extremely large telescopes share the
feature of having enormous primary mirror collecting
areas. This will enable not only greater light-collect-
ing capability, allowing astronomers to observe fainter

@ Springer

phenomenon in the universe, such as that shown in Fig. 2,
but will also provide greater resolving power (spatial reso-
lution) and higher image quality. A combination of spatial
resolution, high image contrast, and sensitivity will be key,
for example, to the imaging search for Earth-sized extra-
solar planets in the solar neighborhood.

The current consensus is that a segmented primary mir-
ror design is the best approach to create the light-collecting
areas beyond that of 8.5-m diameter mirrors. The GMT
consists of seven such circular aperture segments, each of
which is an 8.4-m diameter monolithic borosilicate honey-
comb structure [4]. The E-ELT and TMT primary mirrors
are constructed of significantly more numerous, but smaller
and thinner segments [5, 6]. Different designs have led to
different fabrication approaches. GMT requires precise man-
ufacturing over large areas. Each segment will be fabricated
to have a root-mean-square (RMS) surface figure error in
the 20 nm range after mirror bending modes are corrected.
Six of the segments are off-axis parabolic structures and the
central segment is an on-axis mirror with a central aper-
ture. In contrast, the E-ELT and TMT have relatively more
rapid fabrication processes per mirror segment. To maximize
effective optical aperture size covered by mirrors in the final
assembly, the segments will be hexagonal in shape. This
requires unique fabrication methodologies, such as using
Computer Numeric Control (CNC) machining, to achieve
the desired mirror shape. For example, the E-ELT will utilize
798 hexagonal segments that are each roughly 1.45 m point
to point and have unique freeform shapes [9]. While the
fabrication processes for these extremely large primary mir-
rors is automated as much as practical, maintaining surface
accuracy is a non-trivial process.

These extremely large ground-based telescopes will
not operate in isolation. Their scientific observations
will guide other ground-based observatories as well as
observational programs on space-based telescopes [10].
The James Webb Space Telescope (JWST), scheduled for
launch in 2021, uses a novel design in which 18 hexagonal,
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gold-coated beryllium segments make up the primary mir-
ror. Surface RMS error is ~23 nm over a total diameter of
6.5 m, providing a significantly larger collecting area than
the Hubble Space Telescope (HST) with its 2.4-m diam-
eter design [11]. Unlike the HST, which observes at wave-
lengths ranging from near-ultraviolet to the near-infrared
(0.2-2.3 pm), the JWST will be observing significantly
deeper in the infrared wavelength range (0.6-27 pm). The
JWST will be deployed to the L, Lagrange point between
the Earth and Sun, and a large foldable sun shield made
of aluminum and silicon-coated Kapton will improve
telescope performance by keeping the telescope itself
extremely cold throughout its mission.

Complementing these telescopes designed to probe
deeper into the universe is the Large Synoptic Survey
Telescope (LSST), whose goal is to provide time-domain
observations by surveying extremely large swaths of the
night sky. The system utilizes a single 8.4-m primary, sim-
ilar to the GMT segments, and will have a final f~-number
of f/1.23 with a field of view (FOV) of 9.6 square degrees
[12]. The LSST also utilizes a novel CCD camera system
to accommodate the large FOV and sensitivity require-
ments, which is coupled with large bandpass filters having
high optical requirements [13]. Part of the unique optical
design of the LSST is a combined primary/tertiary mirror,
requiring meticulous fabrication and metrology [14], as
well as a custom telescope mount assembly [15]. Figure 3
demonstrates a portion of the process for fabricating both
mirrors from a single glass blank.

The LSST is designed primarily for visible wave-
lengths, imaging from 320 to 1050 nm, and will spend
approximately 90% of its observing time devoted to a

deep-wide-fast survey mode. The data obtained is expected
to include a catalog of 20 billion galaxies and a similar
number of stars. This library will improve our scientific
understanding of the universe and will provide valuable
survey data for the global array of astronomical telescopes
to examine in depth.

Another key area of observation which will soon benefit
from next-generation telescopes is solar observations. The
Daniel K. Inouye Solar Telescope (DKIST) is a 4.2-m aper-
ture solar telescope which is expected to begin operations
in 2019. The primary mirror is a 4.2-m off-axis parabolic
surface fabricated from a monolithic piece of Zerodur glass
with a super-smooth surface finish [16]. The system will
provide spectro-polarimetry from the visible to near-infrared
bands as well as advanced imaging tools to investigate solar
flares, make coronagraphic observations of the prominence-
cavity structure, and measure coronal magnetic fields among
other studies.

Enabling these ambitious scientific programs requires
advances in other supporting technologies as well. For the
ground-based extremely large telescopes, advanced adaptive
and active optical control are essential to achieve the system
requirements. The GMT will utilize a segmented second-
ary mirror which provides active and adaptive control via
driving actuators mounted onto a Zerodur support structure
[17]. These systems, combined with active control of the
primary segments, provide multiple different seeing modes
for the telescope. On the other hand, the E-ELT system does
not introduce a deformable mirror until after the first three
mirrors in the optical path [9]. The fourth and fifth mirrors in
the system provide adaptive optics control of the post-focus
beam. All these design choices have tradeoffs and highlight

Fig.3 The LSST primary/tertiary mirror is a coupled optic with an
outer diameter of 8.4 m. This coupled design allows for a compact
optical layout and powers the extremely wide FOV of the LSST. A
1.2-m stressed lap was used on the tertiary mirror while a 25-cm
orbital lap was used on the primary mirror simultaneously using zir-

conium oxide as a polishing compound (left). A stressed lap polish on
the tertiary mirror was also performed using iron oxide (right), and
better highlights the disparity in curvature of the two mirror portions
[14]
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the diverse range of optical design choices that can be made
within the scope of extremely large optics.

While adaptive optics control is essential for correction
of atmospheric-induced aberrations, active mirror control
and phasing are also required for all of the NGT systems.
One key component that is used for both adaptive and active
optics are wavefront sensors. Each telescope system has a
unique wavefront-sensing approach, different in design and
location within the system. The TMT, for example, plans to
utilize a series of sodium laser guide stars to help direct its
adaptive and active optic control [18]. Additionally, unique
tip/tilt on-instrument wavefront sensors will be used for ded-
icated tip/tilt/focus sensing in the near-infrared. The JWST
presents another interesting demand in which the primary
mirrors and secondary mirror will all have to be phased
and aligned in space after deployment [19]. To achieve
the required active mirror control and phasing a complex
iterative approach has been developed, which will combine
wavefront sensing with other approaches, as shown in Fig. 4.

Once the telescope systems are aligned, active and adap-
tive control has begun, and phasing of the segments is com-
pleted (when applicable), the NGTs will begin recording
data. However, the demands on the systems do not diminish
at this stage. For the ground-based systems, wind, earth-
quakes, gravity, and thermal effects can compromise the
precise alignment required from the systems. These factors
are coupled with the requirement that the telescopes track
their targets at high speeds and with great precision.

JWST Science & Operations Center (STScl)

The extremely large telescope structures require novel
designs to meet the size, accuracy, and speed require-
ments. While traditionally telescope domes have vertically
sliding shutters, the sheer size of the required apertures for
the extremely large telescopes made this approach unde-
sirable. Thus, the GMT, E-ELT, and TMT all have differ-
ent methods of achieving the required viewing aperture
for the telescopes [20]. One commonality is that a hori-
zontally opening aperture is frequently used. The DKIST
design is an exception because it has tighter requirements
on fast and accurate tracking of the sun with the aperture.
This demand drove the enclosure design to make use of a
novel crawler track which, when coupled with the overall
enclosure design, allows for fast azimuthal and horizon
tracking of the sun to high accuracy [21]. Other concerns
such as minimizing stray light and wind control are major
drivers in the design choices of the enclosures. Minimiz-
ing turbulence/convection in the airflow throughout the
dome and providing stable/uniform temperature control
of the telescope are also critical to reduce dome-seeing.
Mounting stability and stiffness must be considered as well
for such enormous and heavy structures and components,
particularly when mirror positioning accuracy is of prime
importance.

With telescopes going on-line as soon as 2019, the next
generation of telescopes is finally upon us, ushering in
a new era of global astronomical science. At all levels,
these systems require novel technologies to enable new
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Fig.4 The JWST must achieve and maintain proper mirror phasing
and positioning once it reaches the proper orbit in space. Because fur-
ther adjustments become prohibitively challenges once launched, the

@ Springer

Y

JWST will have a robust system for this alignment. The telescope uti-
lizes a complex system, whose flow chart is shown, to provide active
mirror positioning, mirror phasing and wavefront analysis [19]
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breakthrough science. This paper seeks to summarize the
methods utilized to create these powerful and timeless sci-
entific instruments, which remain in use often for over a
century.

2 Telescope Optical System Design

A key aspect enabling the science in the NGTs are the
optics in the system, from the primary and secondary
mirrors to overall optical design. Primary mirrors for the
next generation of telescopes will use freeform shapes to
achieve improved imaging quality. Freeform optics, opti-
cal surfaces which deviate from a standard spherical shape
and typically are non-axisymmetric, have become increas-
ingly integral in modern optical systems [22]. Further, a
wider range of materials, from the standard borosilicate
glass to the more exotic Zerodur and beryllium are being
used to fabricate telescope optics. The primary mirror
overall shapes additionally extend from standard circular
apertures to hexagonal apertures. Thus, there is a wealth of
new techniques and science being employed in the design
of the NGT primary mirrors.

The extremely large telescopes are one area pushing the
primary mirror optical design. Unfortunately, there is no
practical way to handle (during a manufacturing process),
test (requiring an enormous test tower), assemble (with an
optical accuracy), and ship (to the final observatory site) a
monolithic over 20-m in diameter precision mirror. To cre-
ate such large primary mirrors, the fabrication consensus
has been to fabricate multiple mirror segments which will
be combined to create the overall primary mirror for these
systems. To satisfy this approach, the GMT makes use of
8.4-m diameter segments, while the E-ELT and TMT uti-
lize many smaller hexagonal segmented mirrors approxi-
mately 1.5-m in size. Each approach has unique fabrication
and metrology requirements which impact other aspects
of the design.

The GMT will provide observations across an extremely
large spectrum, from 320 nm to 25 pm, and utilizes a fast-
aplanatic Gregorian optical design with a final f/8.2 focus
[17]. Figure 5 demonstrates the proposed GMT observa-
tory. By using only seven segments for the primary mir-
ror, phasing involves few parameters and the primary
surface area (24.5 m diameter) is maximized. The seg-
ments are made of E6 low-expansion glass generated in
a light-weighted honeycomb design. The telescope will
provide a 20 arcmin FOV with a wide field of view cor-
rector. The structure allows for 11 instruments to be
simultaneously mounted with rapid optical path selection
capability. The adaptive secondary mirror (ASM) is com-
posed of seven 1.05-m segments which have deformable
surfaces. Additionally, there exists a fast steering mirror

Fig.5 The GMT telescope will be a relatively compact extremely
large telescope. The optical design is a fast-aplanatic Gregorian
design. The primary mirror is composed of seven 8.4-m diameter seg-
ments, for a total clear aperture diameter of 24.5 m. The secondary
mirror is constructed from seven complimentary segments and will
provide active and adaptive control. The final focus is located just
below the primary mirror where instruments will be located for vari-
ous observational studies. Image Credit: Giant Magellan Telescope
GMTO Corporation

(FSM) assembly, composed of seven optically identical
segments, which can be switched out for the ASM [17].
Of the primary mirror segments, six are highly aspheric,
with up to 14 mm of aspheric departure. One beneficial
aspect of both the ASM and FSM secondary assemblies is
their ability to correct minor positioning errors of the pri-
mary segments, which greatly relaxes the opto-mechanical
constraints on the structure. Finally, one of the more dis-
tinctive characteristics of the GMT system is its use of a
direct focus, with the instrument platform located directly
below the primary mirror. This departs from the increas-
ingly common Nasmyth platform design choice and allows
instruments to record light after only two reflections, from
the primary and the secondary mirrors, increasing system
efficiency and compactness.

The E-ELT, on the other hand, makes use of a series of
segmented hexagonal mirrors to create a primary mirror
with an overall diameter of 39 m. For the E-ELT, which is
a three-mirror anastigmat design used on axis, the primary
mirror will be constructed from 798 segments of special
low-expansion Zerodur glass, which measure roughly 1.45 m
from point to point and are 50 mm thick. Figure 6 shows the
conceptual diagram of the final E-ELT telescope design. The
use of smaller segments allows for more rapid fabrication,
which is essential as the project schedule calls for extremely
rapid production and installation of the segments [23]. The
secondary mirror is a convex asphere measuring 4.1 m in
diameter and will be located 30 m above the primary mir-
ror. The tertiary mirror is a concave mild asphere which
will be located near the vertex of the primary mirror and
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Fig.6 The E-ELT telescope, the largest of the extremely large
NGTs, is a three-mirror anastigmat on-axis design. Nearly 800 indi-
vidual hexagonal segments will be used to construct the primary
mirror, which is 39 m in diameter. The light travels to a suspended
convex secondary mirror 30 m above the primary and from there to
a concave tertiary mild aspheric mirror. Flat adaptive mirrors guide
the light to instruments, located on two Nasmyth structures. Image
Credit: ESO

will measure 3.9 m in diameter [9]. The emerging beam is
approximately f/18 at this point, and here the design departs
significantly from the previously mentioned GMT in that
two additional flat mirrors are used to guide the light to
the Nasmyth focus. These flat mirrors—which constitute
the fourth and fifth mirrors in the system—are a 2.5-m flat
deformable mirror and a 3-m X 2.5-m flat mirror, respec-
tively. These mirrors will not only guide the beam but also
provide atmospheric aberration correction.

The TMT telescope similarly will make use of 492 hex-
agonal segments that are 1.44 m point to point, 45 mm thick,
and made from a special low-expansion Clearceram glass in
order to create a primary mirror with a 30-m overall diam-
eter [24]. The hexagonal design allows for tight packing of
the segments and low weight, at the cost of a greater chal-
lenge of aligning and phasing so many mirrors. The TMT
system will, for example, have over 10,000 degrees of free-
dom in the final system, all of which must be operating in
precise coordination to achieve the required positioning and
alignment of the system [25]. The telescope optical design
is that of a Ritchey—Chrétien with an /1 primary and an f/15
overall focus ratio [26]. Figure 7 highlights a cross section
of the final system. The TMT has been designed with les-
sons learned from the Keck Observatory, and thus certain
design and fabrication choices have been made to streamline
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Fig.7 The TMT telescope uses a Ritchey—Chrétien optical design
which was guided by lessons learned from the Keck Observatory.
Like the E-ELT, the primary mirror is composed of hundreds of
hexagonal mirror segments. The secondary mirror is a hyperboloid
which provides a final /15 focus ratio. A tertiary flat mirror steers
light to the Nasymth structure, where instruments are located. Image
Credit: TMT International Observatory

and improve the overall structure. The secondary mirror is
a 3.6-m diameter hyperboloid which provides the final f/15
focus ratio, and a tertiary flat steering mirror will guide
the light to a Nasymth structure. The system is an optical-
infrared telescope and the mirror coating will be a protected
silver coating, which will provide high reflectivity and low
emissivity in the planned imaging bands.

The JWST will make use of 18 hexagonal segments to
construct its 6.5-m diameter primary mirror. However, the
science requirements for JWST are significantly differ-
ent from those of the ground-based telescopes discussed,
and thus some unique design choices were made. The pri-
mary mirror segments are crafted from O30 Beryllium.
To minimize the mass of the mirrors, they went through a
final shaping process whereby much of the back side was
removed, leaving a “rib” structure that keeps the segment
shape steady. The light-weight segments thus have 92%
of the original mass removed [27]. The mirrors were then
polished and had a gold coating applied with a thin glass
(Si0,) protective overcoat to provide high reflectivity in the
0.6-28.5 pm infrared bands the telescope is designed for.
The overall optical design is that of a three-mirror anastig-
mat (TMA). The light will be sent from the primary mirror
to the secondary and from there to a protected tertiary mirror
and finally to a fine steering mirror (FSM). The tertiary mir-
ror is located behind the Cassegrain focus, while the FSM
is located at the pupil image. The optical layout is shown in
Fig. 8 and surrounded by a large solar shield to minimize
thermal disruption.

Of course, not all the NGTs require a segmented primary
mirror. The DKIST will make use of a single 4.2-m diam-
eter off-axis parabolic primary mirror [16]. The mirror is
a monolithic piece of Zerodur glass, which is essential to
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1 control thermal expansion during direct imaging of the Sun.
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Fig.8 The JWST will be the preeminent infrared space telescope
when launched. Due to the constraints of launching a telescope, the
design was guided strongly by minimizing weight and size. The sys-
tem makes use of a three-mirror anastigmat design, allowing for min-
imal structure which still provides excellent optical performance. The
telescope itself will unfold once it is deployed in space [27]

Fig.9 The DKIST system will
provide unprecedented observa-
tions of the Sun. The direct
exposure to the Sun required
for this mission calls for a novel
design choice in the primary
mirror to minimize thermal
effect. The system uses a single
monolithic Zerodur off-axis par-
abolic (OAP) primary mirror,
which allows for the remaining
optics to be in the optical path
without obscuring the incoming
beam. After the primary mirror,
there are nine further mirrors
which provide further beam
focusing and steering to the sci-
ence instruments [16]

(Note: M# stands for the mirror number.) The DKIST full
optical path is shown in Fig. 9.

Amid such diverse and unique optical design choices, one
key commonality exists: freeform optics, which enable more
compact optical system designs and highly tailored aber-
ration control for specific science or optical applications.
Whether segmented or monolithic, ground or space-based,
circular or hexagonal, freeform optics are key enablers in
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the next generation of telescopes. This is a feature we can
expect to see more of as today’s fabrication and metrology
teams have demonstrated their ability to create such optics
to extreme precision.

3 Precision Manufacturing and Control
Technology

3.1 Optical Fabrication Technologies

The design choices and theoretical performance of NGTs
would amount to little without the capability to accurately
fabricate the optics in the systems. The magnitude and
complexity of surface shapes make for highly challeng-
ing fabrication processes. This challenge is compounded
by the fact that the mirrors are made of different mate-
rials, over the course of a decade in some cases, and—
after bending modes are applied—can only have a root-
mean-square deviation from the ideal surface of tens of
nanometers. However, not only have fabricators been able
to deliver optics that meet all requirements, but they are
now moving into higher efficiency and more streamlined
methods which should allow for faster and more reliable
production of advanced large optics. We explore some of
the techniques being used to create the mirrors in these
telescopes, from the materials to create the monolithic
optics to the polishing and grinding tools used to generate
the final surface figure. Today, multiple technologies are
essential in freeform optical fabrication, including CNC
machining and diamond turning and standard grinding and
polishing as well as subaperture corrections via Magneto-
Rheological Fluid (MRF) methods or other techniques
[29-31].

It should be noted generally that several methods are
used to generate the base surface of freeform optics. The
optic shape can be achieved through CNC diamond turn-
ing, grinding of blanks, or even molded optics [32]. Dia-
mond-turned optics can generate freeform shapes typically
out of metal substrates with a multi-axis stage. The cur-
rent limit on the precision that can be achieved with this
technique is roughly 5 nm RMS, which, when followed by
a smoothing run, can produce excellent freeform optical
surfaces [33]. There are a range of other cutting methods
which exist to shape precision surfaces. These techniques
are essential in optical fabrication, allowing for nano- to
micro level surface shaping [34].

One interesting technique which is sometimes applied
for subaperture surface corrections is the MRF approach.
This technique utilizes a magnetic fluid which can be pre-
cisely guided to polish a surface to a high-quality finish. It is
extremely effective in the fabrication of freeform surfaces up
to and larger than diameters of 300 mm, reliably achieving
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Fig. 10 Diamond turning involves using a diamond-tipped tool in
combination with a CNC machine to achieve precise freeform fabri-
cation over a variety of materials. After a first run, the process can
leave mid-spatial frequencies on the optic surface (left). Thus a pol-
ishing run is required to smooth the mid-spatial frequencies out of the
surface for the final optic (right) [29]

surface finishes on the order of 150 nm PV (Peak-to-Valley)
and 20 nm RMS [35]. As shown in Fig. 10, by polishing
the surface, residual mid-spatial frequencies generated dur-
ing subaperture correction techniques can be effectively
removed to produce a smooth optical surface.

In the case of the GMT primary mirrors, a large rotating
furnace is used to generate the glass primary blanks. To
achieve high stiffness and low weight, the mirrors make use
of a honeycomb back design. Coarse shaping occurs with
diamond wheel cutting followed by loose abrasive grinding
to remove tooling marks. Final shaping and polishing use
traditional polishing compounds and computer-controlled
polishing [36-38] shown in Fig. 11.

In this method, a tool pad is set in an orbiting motion with
a spatially-dependent dwell time to control glass removal
rate. Recent innovations in polishing include an actuated
tool pad that is able to dynamically change shape for more
precise glass removal, as well as a rigid conformal tool
which uses a non-Newtonian visco-elastic fluid as the tool
pad. Figure 11 demonstrates the rigid conformal tool being
used for polishing of a GMT segment, and the estimated and
measured removal maps as well as the designed dwell time
for optimal surface figuring.

In the case of the E-ELT and TMT, where hundreds of
segments must be produced, the demand for an efficient and
rapid fabrication process becomes even more important [40,
41]. For the E-ELT the process starts with cast circular mir-
ror blanks which are ground and rough polished and then cut
to their hexagonal shape using a CNC machine. A unique
grolishing process then fits in between the grinding and pol-
ishing stages to remove mid-spatial frequency surface errors
[42, 43]. Next, the segments are attached to their mount-
ing fixtures and undergo a version of the bonnet polishing
method with a rotating, precessing compliant spherical tool
[23]. The tool rasters across the surface, and by adjusting
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Fig. 11 A visco-elastic non-
Newtonian fluid is used in the
rigid conformal tool during
GMT primary mirror segment
polishing (a). The surface
removal after polishing (b)
closely matches the predicted
removal (¢), with a difference of
only 97 nm RMS (d).The tool is
guided by a dwell time map (e),
generated by software which
predicts material removal via
parametric modeling [39]

Fig.12 The E-ELT primary mirror uses a multi-step process to gen-
erate the final mirror segments. Initially, a circular mirror blank is
fabricated and sent for further processing (left). The circular mirror
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is then prepared for bonding and the segments are cut into their final
hexagonal shape (right). The support and segment are assembled, and
final polishing runs then occur. Image Credit: ESO/SCHOTT
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Fig. 13 During fabrication

of the E-ELT primary mir-

ror segments a combined

in situ metrology process was
performed to streamline the fab-
rication. The mirror segment is
mounted on a polishing machine
which is located under a metrol-
ogy test tower (a). The surface
is then polished to achieve the
desired surface figure (b). At
the pre-polishing stage the opti-
cal surface is dominated by low
spatial frequencies errors, such
as astigmatism (c¢). After form
correction (d) the mid-spatial
frequencies are removed using a
unique grolishing technique (e),
which fits between the polishing
and grinding phases [43]

Pre-polishing

the pressing strength, the glass removal rate is adjusted.
Figure 12 demonstrates the flow of the mirror fabrication
process from casting to mounted optic.

Complimenting this process is a full aperture test tower
which the machine sits under, allowing for in situ testing
between fabrication runs. The configuration of this test pro-
cess, as well as the surface figure progression, is shown in
Fig. 13.

It should be noted that careful calibration of all tooling
previously mentioned must be performed for accurate fabrica-
tion. Laser trackers, reference balls, self-centering probes, and
advanced methods including a multilateration approach for geo-
metric verification of a machine tool are essential for calibration
of machine geometry prior to and during fabrication [44].

The JWST had to take a significantly different approach
when fabricating the primary mirror segments due to the
material used. The mirror blanks were generated using an
optical grade beryllium powder, which was loaded into a
hexagonal enclosure and underwent a hot isostatic press
process which converted the material into a solid. The solid
mass was then cut into two equal blanks and light-weighted
to reduce the 250-kg mass of a single blank down to 21 kg
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Fig. 14 After precision fabrication of the JWST mirror segments,
they require a special coating. Due to the target infrared imaging
band, the mirror segments utilize a high uniformity gold coating,
which is achieved via vapor deposition. This provides high reflectiv-
ity in the imaging bands targeted. Additionally, a protective overcoat
layer is applied to help shield the optical surface from damage once
deployed [45]
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by machining out much of the back structure of the blank to
leave a fine ‘rib’ structure for support. The blanks were then
ground and polished and transported to various other test
facilities between initial and final polishing. For the coat-
ing, a vapor deposition process was utilized which created a
high-quality, high uniformity gold coating with a protective
overlayer [45]. Figure 14 shows a completed segment after
coating.

3.2 Advanced Metrology Solutions

It is essential to utilize advanced metrology methods to guide
and verify the optical fabrication process. The challenge this
presents has grown significantly as more extreme freeform
designs and larger optics are being utilized. Broadly, the
metrology techniques used can be broken down into two
major categories; contact and non-contact metrology. Both
approaches are essential to fabricate the described optics,
and interesting advancements have been made across the
board [46].

The metrology methods used to guide and verify the fab-
rication of the optics in the next generation of telescopes
must meet the precision and accuracy demands as well as
the efficiency requirements for the optics. For example, the
E-ELT telescope primary will require a total of 960 pri-
mary mirror (M1) segments, which includes extra mirrors
for the manufacturing yield provision, to be produced over
a period of 84 months [47]. Each of the E-ELT M1 seg-
ments is unique in shape and must have a final surface figure
error less than 25 nm across the clear aperture. The metrol-
ogy must be able to (a) meet the tight accuracy require-
ments in a repeatable way for the freeform segments, and
(b) must not slow down the fabrication cycle significantly.
This requires efficiency to be a strong consideration in the
employed metrology approaches which will be employed
at various fabrication sites, while also maintaining nanom-
eter level form accuracy [48, 49]. For example, the grinding
phase of fabrication can rapidly approach the desired sur-
face figure, but metrology becomes extremely challenging
as the surface is not specularly reflective in the visible band.
Thus, traditional high-precision optical metrology methods,
such as visible interferometry, cannot be applied. It is in
this region where advancements in metrology have led to
greatly reduced fabrication times by improving the accuracy
of rough surface metrology, allowing for more rapid conver-
gence of surface shape.

One approach to measuring surface figure error, particu-
larly for rough surfaces, is using a swing arm profilometer
(SAP). This technique uses a highly accurate probe which
is mounted on a rotating arm such that its axis of rotation
passes through the center of curvature of the tested optic
[50]. The trajectory of the probe defines an arc that lies on
a spherical surface defined by this center of curvature. The

test measures the optical surface departure from this spheri-
cal surface and is capable of testing convex, concave, and
flat optical surfaces. With the next generation of extremely
large telescope optics in mind a SAP was devised as a col-
laborative project between the University College London
and the UK National Physical Laboratory and was able to
achieve repeatability of 40 nm RMS using a touch probe and
a high-resolution stage system [51]. Alternatively, a non-
contact optical probe can be used in what is known as a
Swing arm Optical Coordinate-measuring-machine (SOC)
test, and has produced surface figure results comparable
to a Fizeau Computer-Generated Hologram (CGH) inter-
ferometry test [52]. To achieve this, a dual probe shearing
method is utilized to calibrate the system. The dual probe
shear calibration approach is essential as the arm will have
systematic errors from the arm bearing. Because both probes
see the same bearing errors while measuring different areas
of the test surfaces, the error can be calibrated out. Figure 15
demonstrates the SOC process as well as the accuracy of the
SOC system as compared to a Fizeau test of a 1.4-m diam-
eter aspheric surface with 300 um of aspheric departure.
An interesting novel development which reverses the SAP
concept has recently been reported, described as a Swinging
Part Profilometer [53]. The concept is like the SAP, except
instead of the probe swinging, the optic under test is placed
on a rotation table and is rotated under the probe. One obvi-
ous benefit of a fixed probe is that the SAP method can be
deployed for in situ metrology of a part during fabrication.
The key requirement is that the optic is mounted on a rotary
air-bearing or hydrostatic table, which would lend itself
nicely to a CNC fabrication process. One challenge is that
for lateral motion the optic must move while a counterweight
maintains proper balance of the table. The method has suc-
cessfully been applied to testing flat optical surfaces and
was able to exceed the expected probe accuracy of 300 nm.
One final contact metrology method for rough surfaces
is the utilization of a laser tracker [54]. A laser tracker is
a device that uses two angular encoders and a distance-
measuring interferometer (DMI) to measure the position
of a retroreflector in 3 dimensions. DMIs offer excellent
distance measurement capabilities, and significant research
is constantly being performed to improve the technology.
Recent advancements include utilizing mode-locked lasers
for improves distance measurement performance [55]. To
complement the laser tracker, and account for rigid body
motion as well as air refractive index variations, the laser
tracker metrology approach utilizes four independent DMIs
which measure retroreflectors at the mirror edge continu-
ously. In this way, the rigid body can be well defined, and
the laser tracker position measurement can be calibrated.
For the measurement itself, a spherically mounted retrore-
flector is moved via computer-controlled motion over the
mirror and independent measurement points are taken across
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Fig.15 A swing arm profilom-
eter (SAP) has been used to
great success in measuring

the surface form of several
precision large optics (top).
The method utilizes a probe tip,
either optical or touch, which

is swung over the optic under
test. Simultaneously, the optic
is rotated on a precision rotation
table and the resulting acquired
data is stitched together to form
a full surface map. To dem-

rotary
stage

probe and
alignment

onstrate the capabilities of the optical axis
method, a Fizeau test of an optic 5 |
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the full aperture. The points are then combined to form a
surface map of the optic. For the first segment of the GMT
telescope, the method was able to provide independent cor-
roboration of low-order metrology results for the surface
with accuracy exceeding 1 pm RMS.

For non-contact optical metrology of rough surfaces
infrared-based deflectometry has recently been successfully
integrated into the metrology plan of several of the optics in
the NGTs as a rapid, high accuracy and high dynamic range
non-null metrology method. Deflectometry fundamentally
measures the deflection of a ray of light, which originates
at a known source location, off of a test optic and onto a
recording device such as a camera [56]. The technique is a
non-null metrology method and has been utilized in measur-
ing freeform optics [57]. For rough surfaces, a hot scanning
source, such as a heated tungsten ribbon or heated ceramic
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rod, provides radiation in the thermal-infrared spectrum that
can specularly reflect from surfaces with roughness as high
as 50 pm RMS [58]. The system was utilized in the DKIST
fabrication and was able to greatly enhance the efficiency
of fabrication, providing accurate metrology results during
the grinding phase, which is often ~ 1000 X faster removal
process than the final polishing phase, by reporting surface
figure error with a sampling of roughly 512X 512 points
across the 4.2-m surface down to below 1 pm of RMS depar-
ture from ideal [59]. A surface reconstruction from a deflec-
tometry measurement taken during 40 pm grit loose abrasive
grinding of a 6.5-m diameter mirror is shown in Fig. 16 and
illustrates how the rough surface measurement capabilities
of the technique.

Another non-contact method for testing large figure error
of the base shape is a scanning pentaprism test [61]. This test
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Fig.16 The grinding phase of fabrication of an optic allows for
extremely rapid convergence to the desired surface shape. Above,
after grinding a 6.5-m optic with a 40-pm grit, the surface is tested
with an improved infrared deflectometry system which uses a heated
ceramic rod as the source and the surface map is reconstructed [60]

utilizes a pentaprism to scan a collimated beam across the
optical test surface and measures the focus of the reflected
beam. The technique has achieved slope accuracy down to
1 prad RMS. Also, a novel method known as Exact Auto-
collimation Deflectometric Scanning (EADS) was able to
achieve extremely high-precision measurement of surface
slopes of a tested optic and shows great promise for measur-
ing flat optics [62]. The method uses a null instrument which
sends a signal through a scanning pentaprism to the optic
surface. The optic itself sits on two points, one of which is
a piezo-actuator, and the surface is tilted to achieve a null
in the null instrument. Simultaneously, a mirror is mounted

perpendicular to the optic and reflects the tilt of the opti-
cal surface. An instrument measures the precise tilt of the
mirror and the local slope of the optic can be determined to
high accuracy. Figure 17 demonstrates the theory behind
the testing method.

Moving toward smoother surfaces allows for more accu-
rate optical metrology methods which operate in the visible
spectrum to be utilized. One such method is Phase Shifting
Deflectometry (PSD), which is similar to the infrared deflec-
tometry mentioned earlier but adapted for improved visible-
light performance. Instead of a heated scanning source, a
digital screen is used to display a sinusoidal pattern which is
phase shifted as a camera records the reflected images. This
technique has been used in testing multiple large precision
optics [56, 63, 64]. The setup for the concept is demonstrated
in Fig. 18.

With careful calibration, PSD can extend metrology down
to very fine surfaces, where interferometery excels. This has
been demonstrated with 1 nm RMS surface height accu-
racy demonstrated with x-ray mirrors [65] and can achieve
300 nanoradian RMS slope precision [66]. Figure 19 dem-
onstrates the acquisition and calibration process for a PSD
system employed on a recently produced 6.5-m mirror, as
well as the surface test results compared to an interferomet-
ric test.

The traditional fine-surface metrology technique of
interferometry is undergoing improvements. One impor-
tant area that has made great strides is subaperture stitching
interferometry. This method is essential when testing large
convex optics, which are featured in several next-genera-
tion telescope designs. Recently, a method which utilizes a
reconfigurable null test was devised which utilizes a multi-
axis platform and two rotating Computer-Generated Holo-
grams (CGHs) to minimize systematic errors in subaperture

Null T
instrument I L ]
o s a4 0 Scanning
T J-#"——Double Mirror Unit
| (DMU)
Measuring Y
instrument Mimor e —/\\'S'U"F——
Controller :
to set AC1 G2
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Fig.17 Large flat mirrors are integral optical components in several
of the NGTs. One method to achieve precision metrology of such sur-
faces is the EADS. The EADS principle utilizes a piezo-actuator to
set the zero of AC1 (Autocollimator 1) at each position, while AC2
measures the precise slope. The system is able to achieve extreme
precision for slope measurements and has been proposed to measure

the flat mirrors used in large telescopes [62]. Reprinted from Nuclear
Instruments and Methods in Physics Research Section A: Accelera-
tors, Spectrometers, Detectors and Associated Equipment, Volume
710, M. Shulz, G. Ehret, P. Kren, High accuracy flatness metrology
within the European Metrology Research Program, Pages 37-41.,
Copyright (2013), with permission from Elsevier
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Fig. 18 Deflectometry has been used recently for metrology on sev-
eral of the NGT optics, including the 4.2-m DKIST primary mirror
and 8.4-m GMT primary mirror segments. The method uses a source
which emits light at a known location. The light deflects from the
optic under test and is recorded by a camera. By knowing the precise
3D location of all components, the local slope of the optic under test
can be determined, and the surface sag is determined by integrating
the local slopes [65]

measurements of a large convex asphere [68]. The acquisi-
tion and stitching process is demonstrated in Fig. 20.

For optics that are not highly convex one of the abso-
lute best metrology results that can be achieved is via full

Fig. 19 Phase Shifting (a)
Deflectometry (PSD) and line
scanning (a) are two com-

mon deflectometry source
approaches. For the highest
precision the geometry of the
deflectometry test system is
measured with a laser tracker
(b) and fiducials are applied to
the optic to map the camera dis-
tortion (c). Using this calibra-
tion approach, a PSD measure-
ment (bottom left) achieved
similar results to an interfero-
metric measurement (bottom
right) of a 6.5-m optic [67]

Collect Fringe and Line Scan Data
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aperture high-precision interferometry. As interferometry is
a null-test method, it requires a null configuration to obtain
the best test results. This typically can be achieved by using
an appropriate optic to null out the test optic; however, the
process becomes more complicated for a freeform optic. To
achieve the highest level of testing for freeform surfaces,
using a custom Computer-Generated Hologram (CGH) is
a commonly preferred method. Figure 21 demonstrates a
custom CGH and the resulting fringe pattern.

One additional benefit of CGHs is that they can provide
advanced alignment of the null configuration by utilizing
additional alignment holograms outside of the main testing
aperture of the CGH. Because the external references are
generated at the same time as the main null pattern, they
are aligned to the accuracy of the lithographic process that
created the CGH [69]. The result is a better aligned, higher
performance custom null configuration which can achieve
extraordinary precision metrology of the freeform optics. It
should be noted that even with the improved alignment and
nulling features a CGH presents, the exact implementation
for testing some of the described optics may introduce dis-
tortion in the interferometric setup which must be mapped
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Fig.20 Subaperture stitch-

ing interferometery allows

for precise interferometric
measurements of large surface
that cannot be measured using
a standard interferometric

test. By utilizing a multi-axis
platform to carefully adjust the
measured subaperture (left) and
counter-rotating CGHs (bottom
right), a full map of the optic
surface is obtained (top right).
The subapertures are stitched,
and system errors are calibrated
out to produce a high-quality
map [68] Reprinted from Optics
& Laser Technology, Volume
91, S. Chen, S. Xue, Y. Dai, S.
Li, Subaperture stitching test
of convex aspheres by using

the reconfigurable optical null,
Pages 175-184., Copyright
(2016), with permission from
Elsevier

Interferometer

X

Multi-axis platform

Fig.21 For freeform optics, a
custom null optic is required to
achieve adequate fringe density
over the entire optic aperture. A
Computer-Generated Hologram
(CGH) is an accurate way to
generate extremely high-preci-
sion custom null optics and can
feature helpful alignment fea-
tures (left). When used, they can
provide a proper fringe density
for testing even over a highly
freeform surface (right) [69]

alignment
holograms

Intensity Map

and calibrated to achieve a high accuracy metrology result
[70].

Another metrology system that must be noted is the highly
unique cryogenic center of curvature test system used for the
JWST [71]. The test system consists of a multi-wavelength
instantaneous interferometer, a calibration system, and a reflec-
tive null. Due to the long path length required for the center
of curvature test, the instantaneous interferometry becomes

essential to eliminate random variations arising from vibra-
tions, which with multiple tests can be averaged out. The sys-
tem achieved a wavefront error (WFE) repeatability of 10.8 nm
RMS. Figure 22 demonstrates the test results for a segment of
the JWST using the cryogenic center of curvature test.
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Fig.22 The JWST mirror seg-
ments have extremely tight sur-
face figure tolerances. Thus, a
multi-wavelength instantaneous
interferometer was an essential
tool for measuring surface fig-
ure. The measured figure of one
segment (left) is compared to a
model-predicted surface (mid-
dle) and the difference of 31 nm
RMS across the surface (right)
was determined [71]

Measured (165 nm-rms)

3.3 Large Primary Mirror Alignment
and Co-phasing

Once the optics have been fabricated and meet specifica-
tions, they must be assembled and aligned. Not only must
the mirrors be aligned relative to each other to create a well-
aligned optical system, but for the segmented mirrors, co-
phasing becomes essential. Additionally, proper alignment
must be maintained throughout testing, where thermal gra-
dients, gravity, and vibrations can cause small motions in the
positions of the optics.

For systems such as the E-ELT and TMT, where there
are hundreds of segments in the primary mirror, this align-
ment and co-phasing is a complex process. Because the steel
structure which will support the optics is not sufficiently
accurate to align the optics in these systems, additional inter-
face structures, known as Fixed Frames in the E-ELT case,
will be installed on top of the structure and aligned in six
degrees of freedom to achieve the proper optical alignment
[72]. The rigid fixturing is only the first step in the align-
ment for the large optics at play in these telescope systems.
To get better performance active alignment and, in the case
of segmented mirrors, co-phasing are required.

Prism arr

Model Predict (161 nm-rms)

Difference (31 nm-rms) nm

The TMT system uses an Alignment and Phasing Sys-
tem (APS) to control the 10,000+ degrees of freedom of the
primary, secondary, and tertiary mirrors that constitute the
system. The APS system, which is based on the Keck Tel-
escope alignment system, is a Shack—Hartmann wavefront
sensor which provides the pre-adaptive optics alignment for
the TMT system [73]. The APS system adjusts the segment
pistons and tip/tilts, the segment surface figure (by warping
harness adjustments), the secondary mirror piston and tip/
tilt, and the tilt and rotation of the tertiary mirror [74]. The
typical test case for the system will be as follows: the tel-
escope will be pointed at a star, the Acquisition Pointing and
Tracking (ATP) camera will acquire the star, minor adjusted
are made to center the star, and then the guiding process
will begin. Based on the wavefront sensing, the system will
then adjust the active position and phasing of the optics in
the system.

The GMT primary segments have active control to cor-
rect figure, while the secondary segments have both active
and adaptive control and can correct for phasing. Like the
TMT, Shack—Hartmann sensors are used in conjunction
with a guide star to determine mirror alignment, phasing,
and shape error via ground-based adaptive optics. The
design calls for a dispersed Hartmann design, with 1.5-m

Calibration apertures
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an 333;’(‘12’:; out of phase ro=13cm
apertures

Fig.23 The GMT, with its seven 8.4-m in diameter mirror segments
(left), requires advanced mirror phasing to achieve proper alignment.
The system will use a phasing camera system operating in the J band
which, using dispersed fringes, will guide the phasing of the mirror
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segments. When the mirrors are properly in phase a correct fringe
pattern is achieved. The out of phase error is reflected in the fringe
pattern by tilted fringes, allowing the system to correctly guide the
mirrors to proper phasing. r, represents median Fried parameter [17]

136



Nanomanufacturing and Metrology

Fig.24 The primary mirror of the GMT has seven segments that
must be properly aligned to each other to within 10 nm. To accom-
plish this, distance-measuring interferometers (DMIs) will be used
to monitor the positioning of the mirrors during operations and will

square apertures arranged at the tangent of each segment
[75, 76]. These apertures create interference fringes, which
are measured by a Dispersed Fringe Sensor (DFS) in an
infrared channel. The patterns are recorded in the J band
(1050-1350 nm) over a short integration time (10-20 ms)
using a SAPHIRA eAPD array. This approach will be used
to achieve optical path differences of less than 85 nm RMS
between segments [17]. Figure 23 demonstrates the fringe
phasing concept. After this step, a pyramid-based natural
guide-star wavefront sensor (NGWS) will be used and can
control piston to within 30 nm RMS.

To measure the position of the primary segments during
observations an interferometric metrology system will be
used. Distance-measuring interferometers will be used in
24 pairs to measure distance shifts of 5 nm but also are able
to measure large motions during initial alignment of up to
3 cm. A similar network of distance-measuring interferom-
eters will be used to monitor the alignment of the secondary
mirror segments. Figure 24 illustrates the geometry of the
laser truss at M1.

3.4 Active and Adaptive Optics Control

While the complex optical designs allow for extremely high-
quality imaging and superb light-collecting capabilities, both
active and, for ground-based systems, adaptive optics are
required to achieve the desired system performance of these
telescopes. This need is answered in an equally diverse set

W Laser head (upper) [ Laser head (lower)
[0 Retro cube (lower) W Retro cube (upper)

Side view

Top view

guide correction of position. The DMIs use a laser which is reflected
by a retro cube to measure distance to within 5.9 nm RMS and
to~0.01 prad in tilt [77]

of methods as the optical design choices for the systems
described. It must be considered as well that while some
systems, such as the DKIST or LSST, have very specific
science goals, the extremely large telescope systems have a
wide variety of different observation goals and thus require
a variety of different observing modes. Because of this, all
the systems require advanced positioning control for slower
shifts and mechanical drift. This control is provided by the
active optics in the system.

On the other hand, for the ground-based telescopes,
atmosphere-induced aberrations must also be controlled,
or the imaging capabilities would be severely limited. This
presents an interesting problem, as with increasingly large
mirror areas the feasibility of adaptive optics covering such
areas becomes challenging. Thus, a greater variation in
design choices arises with the adaptive optics approach,
whether they are implemented in the secondary mirror as is
the case in the GMT, or in final stage deformable mirrors,
as is the case in the E-ELT, TMT, and DKIST. To enable
adaptive systems, a method is required for determining the
wavefront that must be corrected. This is increasingly being
accomplished using extremely powerful sodium guide-star
lasers which create an ideal guide star. Similarly, while cer-
tain unique choices have been made to create highly accu-
rate wavefront sensors, the base theory still mostly relies
on Shack—Hartmann sensors. However, the exact implemen-
tation of the wavefront sensors is typically unique to the
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Fig.25 The GMT secondary
mirror makes use of seven
paired segments (left), which
are mounted into a Zerodur
reference body. The second-
ary mirror segments are
complementary to the primary
segments and can be actively
driven. Additionally, a suite
of actuators provides adaptive
control to the secondary mirror
segments (right) [17]

telescope requirements, as seen in the curvature wavefront
sensor implemented for the LSST [78].

While a number of the NGTs utilize a flat deformable
mirror either near the end of the optical train or integrated
into the science instruments, the GMT instead uses an adap-
tive secondary mirror. The GMT secondary will provide
both active optics and adaptive optics. Because these two
systems were designed in conjunction for the GMT, they
broadly fall under the wavefront control (WFC) system [17].
Figure 25 demonstrates the mount for the GMT secondary
segments. Included in the system are four distinct wavefront
control modes.

The ground layer AO observing mode requires active con-
trol of the primary mirror (M1) segment positions and figure
with fast (100 Hz) control of the secondary mirror (M2) fig-
ure. Because each of the seven primary segments is matched
to a segment of the secondary mirror, active positioning
control of the M2 segments can directly compensate M1
position errors. Additionally, a natural guide star observing

Fig.26 Adaptive optics control
is essential for the observations
performed by the NGTs. After
extremely precise manufactur-
ing and alignment, constant
adaption of the optical system
to atmospheric turbulence and
other motions (gravity, wind,
etc.) must be performed to
maintain the system require-
ments. The TMT system will
utilize adaptive optics in the
steering mirrors and inside of
the instruments on the Nasymth
stations. Additionally, a laser
launch telescope will be used to
produce a laser guide star, using
powerful sodium lasers [18]

Wide Field Optical
Spectrometer
(WFOS)

@ Springer

mode will deliver a high contrast, diffraction-limited Point
Spread Function (PSF) in the near-infrared. Finally, laser
tomography adaptive optics can be used to reconstruct the
high-order components of the atmospheric wavefront error
in the direction of faint on-axis targets.

Four general-purpose natural guide-star wavefront-sens-
ing probes located 450 mm ahead of the direct Gregorian
focus provide the feedback for the natural seeing and GLAO
observing modes. The diffraction-limited natural guide star
and laser tomography observing modes require additional
wavefront sensors in the instruments. Each diffraction-
limited instrument is therefore equipped with a pyramid
wavefront sensor for use when a bright natural guide star is
available, and a set of 6 Shack—Hartmann wavefront sensors
for use with a constellation of laser guide stars.

The TMT also is planning to make use of an adaptive
secondary mirror [18]. Plans have investigated using a sin-
gle Adaptive M2 (AM2) mirror that acts as a ground-based
adaptive optic system. This design choice would allow for

Laser Launch
Telescope

InfraRed Multislit
Spectrometer (IRMS)

InfraRed Imaging
Spectrograph (IRIS)
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a simplification in the instrument adaptive optics. Although
the adaptive M2 is in a planning stage, there is a suite of
other adaptive optical control systems that will be utilized.
The adaptive optics system itself is heavily incorporated into
the primary instrument for the TMT, the Narrow Field IR
Adaptive Optics System (NFIRAOS). The system utilizes
a series of advanced wavefront sensors and deformable
mirrors and a separate guide laser system. The guide laser
will be composed of six 25 W sodium lasers, which will be
Raman Fiber lasers that utilize second harmonic generation
to achieve 598 nm output. Such lasers allow for high out-
put, high reliability, and strong interface with the adaptive
optics system in the NFIRAOS. Figure 26 demonstrates the
wavefront correction suite that will be incorporated into the
TMT telescope.

4 Next-Generation Observatories
4.1 Enclosure Design

The NGTs are incorporating larger systems with greater pre-
cision requirements than ever before in history. The ground-
based systems require housing that is larger than any previ-
ous telescope system enclosures, with some structure being
of a similar scale as a large sport stadium. Additionally,

Fig.27 The DKIST enclosure
required a unique mechanism
to accurately and quickly track
the Sun. The main aperture is
guided using a crawler system,
which offers greater precision
and speed in movement. To
maintain structural rigidity over
the motion two twin arches
are used to support the crawler
system. Further, the azimuthal
pointing is controlled using a
rotating ring which the entire
enclosure is mounted on top
of [80]

they require high precision and accuracy in alignment in
azimuthal and altitudinal pointing while providing excel-
lent stray light control. To minimize atmospheric losses, the
ground-based NGTs are being installed primarily at very
high altitudes and require wind control mechanisms to mini-
mize wind-induced vibrations, as well as methods to control
for earthquake-induced movements. Finally, the tracking and
movement speeds for these systems are expected to oper-
ate at the same or higher rates as the current generation of
smaller telescopes. To accommodate these requirements,
novel design choices have been made for the enclosure sys-
tems of these telescopes [20].

One novel aspect in many of the newer telescopes is
managing a wider field of view. This requirement demands
unique optical designs and configurations, as well as new
enclosure choices to provide the required viewing aperture
for the telescope optics while still providing the required
protection. For example, the LSST, with its 8.4-m diameter
primary mirror and wide field of view (3.5°), is particularly
susceptible to stray light and requires a unique design to
mitigate the issue while also balancing wind-induced vibra-
tions [79]. To accommodate wind vibration and stray light
management the enclosure incorporates a rotating wind-
screen as well as a light baffle system. The windscreen itself
operates as a light screen and helps to define a clear aperture
for viewing. All vents include a light baffle system and will
provide dome flushing to minimize air turbulence inside of
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the enclosure. Additionally, the system is expected to operate
continuously without rotational travel limits. To accommo-
date this requirement, the Azimuth drives for the system are
in the lower enclosure, which allows for glycol water cooling
without the need for a utility cable wrap. Lastly, temperature
conditioning during daytime use will be controlled via an
air vent which aligns with the dome in the parked position.

While the LSST requires a large, unrestricted field of
view and excellent stray light control, the DKIST requires
a highly precise aperture and tracking mechanism to meet
the 0.03 arcsec visible solar imaging resolution laid out in
its science mission. The telescope will soon be providing
unprecedented observations of the Sun at the Haleakala
High Altitude Observatory in Maui, Hawaii. Due to its mis-
sion of performing fine detailed solar observations, there are
unique requirements placed on the dome enclosure design
for the DKIST system, which is 22 m in height and 26.6 m
in diameter [21]. Figure 27 demonstrates the various com-
ponents in the support and steering systems that make up
the enclosure.

Perhaps the most unique design feature in the DKIST
enclosure is the method used to position the system’s first
aperture stop. This aperture stop must track the Sun to high
accuracy and provide a clear viewing aperture while pre-
cisely controlling stray light. Because of the speed and accu-
racy required to precisely track the Sun a more traditional
aperture system was ruled out for the telescope. Instead, the
shutter system for the DKIST telescope utilizes a crawler
type system, which achieves positioning accuracy with a
maximum tracking velocity of 0.75°s [80]. Further, the
crawler system will always have several teeth in contact
with the gearing system that controls movement, assuring
steady and reliable tracking motion of the aperture. Due to
the high thermal load placed on the system, the aperture
shutter was designed to be actively water cooled. The shutter
system itself is reinforced to accommodate varying gravita-
tional loads based on the position. To maintain the required
position accuracy, the altitude positioning system, via the
crawler mechanism, is supported by two arch girders which
provide high torsional strength and are further strengthened
by the secondary structure. The arch girders are attached
to a base ring, which is a key component for the azimuthal
pointing system.

One final area that has introduced major design innova-
tions in enclosures is that of extremely large telescopes. Due
to the large aperture area required to permit light into the
telescopes and the sheer size of these structures various new
practices have been developed. The GMT enclosure takes a
novel approach to the shutter concept for the system. The
enclosure utilizes vertical shutter doors which can open and
close depending on the activity of the telescope. For the
vertical region, a horizontally sliding segment can retract
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Fig.28 The GMT enclosure departs from a dome shape in part due
to the extreme size of the enclosure and the required shutter opening
area. Instead, twin vertical shutters will slide horizontally to open the
system while a top horizontal shutter will open as well. A deployable
windscreen can also be used to minimize wind effects [81]

Fig.29 The E-ELT enclosure will be a super-massive structure which
houses the 40-m telescope. The structure currently is designed as a
hemispherical dome with two sliding doors that will open the tel-
escope to the night skies. The entire dome rests on a circular track
which will allow for rotation of the enclosure. Due to the enormous
size, multiple support structures are planned to maintain the required
stiffness and positioning accuracy of all components [83]

to open the telescope to the night skies. A vertically sliding
windscreen can also be deployed when the shutter is open,
and the enclosure will have a robust seismic isolation sys-
tem [81]. Figure 28 demonstrates a model of the proposed
enclosure for the GMT system.

The E-ELT takes a different approach to the shutter
requirement. While it too will make use of two horizontally

140



Nanomanufacturing and Metrology

sliding twin doors to create a shutter, the enclosure is a
more traditional dome design, and the vast shutter doors
structure will slide apart to open the aperture [82]. Beyond
that, the E-ELT will require a seismic isolation system to
isolate the telescope system from any seismic vibrations.
The dome itself is a hemispherical shape which rests upon
a track which allows for rotation. The rotating enclosure
will weigh 5500 tons and requires multiple support arches
and structures [83]. Figure 29 displays the projected final
dome design for the E-ELT.

4.2 Observatory Locations

The locations of the NGT observatories place significant
demands on the structure designs. Despite the challenges,
however, these exceptional sites provide key conditions
essential for the observatories to accomplish their scientific
goals. In order to increase the useful on-sky time for the
next generation of ground-based telescopes, site selections
must consider weather patterns in a changing climate (to
minimize cloudy nights), minimize present and future light
pollution from nearby cities, consider atmospheric turbu-
lence that compromises image quality, and—for infrared
observations—seek to minimize atmospheric water vapor
content due to water’s strong absorption bands. Thus, we
see a preference for remote, mountainous deserts. With these
considerations in mind, most of the next generation of tel-
escopes will be located either on the summits of mountains
in Hawaii or Chile.

The GMT system will be located at Las Campanas Obser-
vatory and the E-ELT in Cerro Armazones in Chile [84].
These sites have some defining features that make them ideal
sites for observatories. Namely, the observatories are at the
summits of tall but accessible mountains, thus reducing light
pollution and creating a situation where there is less atmos-
pheric interference between the telescope and space. Key
parameters that were considered when selecting these loca-
tions, and the specific position inside the observatory area,
were the cloud cover index and the frequency of achieving
photometric sky conditions, as well as spectroscopic sky
conditions. Additionally, wind speeds are low enough that
the telescopes will be able to remain open to observations
for a significant amount of time, while temperature is quite
stable, and humidity is ideally low. Perhaps most important,
however, is the precipitable water vapor (PWV) character-
istics. The goal is to have low PWV values which are stable
over the night [85].

The TMT is planning to build on Mauna Kea in Hawaii
[86]. Like Cerro Campanas, the summit of Mauna Kea offers
the required wind, humidity, and light levels for the observa-
tories to maximize their scientific capabilities. The DKIST
telescope construction is well underway on the Haleakala in

Hawaii, which has access to quality infrastructure benefiting
the construction process [87].

5 Concluding Remarks

The next generation of telescopes promise to be key enablers
for future discoveries in astronomy. To achieve the required
performance, novel design choices and improvements are
being made at all levels of the telescopes. The new norm
for optics used in the NGTs are those of extremely large
freeform surfaces, with some systems such as the LSST and
GMT utilizing monolithic mirror segments up to 8.4-m in
diameter, and others with numerous 1.5-m sized segments.
The scope of the primary mirrors has defined a new subset
of telescopes, known as extremely large telescopes, whose
primary mirror diameters can range up 40 m.

The size of these optics and the tolerances required
have demanded novel ultra-precise and efficient fabrication
methods. From utilizing rapid CNC machining processes
and diamond-turned optics with precise grinding and pol-
ishing techniques, the fabrication methods are producing
more accurate surfaces over a wider range of freeform
shapes. To verify the surfaces created and guide the fabri-
cation process, novel and improved metrology methods have
been developed. For example, deflectometry has begun to
be used in a variety of different ways to provide metrology
from the grinding phase through to micro-finish measure-
ments. Additionally, improvements in interferometry have
led to better results when performing subaperture measure-
ments, an essential technique for quantifying convex optics,
as well as improved interferometric methods which utilize
CGHs for nulling and alignment. With these methods, the
most accurate, freeform, and largest optics ever produced
are now being put together to create the next generation of
telescopes.

The work does not end after fabrication. Complex struc-
tures and enclosures are necessary to assure proper align-
ment of the optics, as well as tracking capabilities. The
enclosures must provide light baffling and prevent wind
or seismic events from disrupting or damaging the optics.
This has driven the extremely large telescope systems to
explore shutters which slide horizontally to accommodate
the vast shutter areas required. Due to entirely different
design requirements calling for high speed, high accuracy
aperture positions, the DKIST telescope uses a more tradi-
tional circular aperture driven by a novel crawler system to
meet stringent accuracy and tracking speed requirements.

Finally, once the telescopes have been installed in their
structures, they will undergo active and adaptive optical con-
trol to achieve the best possible results. The active control
of optics will allow for accurate mirror alignment through-
out observation and can utilize phasing measurements to
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assure all segmented mirrors are appropriately aligned and
co-phased throughout operation. The adaptive optics, for
ground-based systems, will greatly improve optical perfor-
mance by compensating atmospheric-induced aberrations
using high-frequency corrections, allowing for near diffrac-
tion-limited performance for these systems.

When the next generation of telescopes goes on-line,
with some planning to begin operations as early as 2019,
astronomers will have access to an unprecedented amount of
detailed scientific information. These instruments promise to
provide a look farther back in time, provide greater resolu-
tion, wider fields of view, and more detailed data acquisi-
tion. Further, they will work in conjunction with not only
each other but the existing telescope systems to comple-
ment one another. We now must wait and watch as these
super-instruments complete the final steps in their complex
and long development process before they begin producing
scientific results.
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