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Abstract 

Imaging satellites that look nadir face a variety of obstacles.  In addition to designing the 

system for the intense environment that the satellite will be experiencing, there are other 

factors to consider: reflections and emissions from the ground, from clouds, and from the 

OH-airglow layer.  Depending on the desired object, these nuisance signals can 

significantly reduce image quality.  The ground will have city lights, clouds will reflect 

light, and every material will have a different reflectance, some up to 60%.  Performing a 

tomographic reconstruction can effectively separate a signal from other emissions and 

reflections.  The Atmospheric Waves Experiment (AWE) is a prime example for use of 

tomographic reconstruction techniques from an imaging space platform.  AWE is designed 

for studying the OH-airglow layer and atmospheric waves (also called gravity waves) 

which cause emission changes in the OH-airglow layer.  A reconstruction for AWE would 

separate signals from the OH-airglow layer from reflected light from clouds and the 

ground.   

Performing tomographic reconstructions for the Atmospheric Waves Experiment (AWE) 

and analyzing them is the primary focus of this dissertation.  This work covers an 

implementation of MLEM for use in satellite images pointing nadir.  The algorithm is fast 

enough to be performed in real-time for many applications.  This work covers the details 

of the reconstruction implementation and the challenges it poses and then a detailed study 

of the image quality of the tomographic reconstructions is presented.  Some of the useful 

tools developed during this study include the construction of a short-wave infrared (SWIR) 

model of the atmosphere, methods for projecting simulated models through the imaging 

system, performing tomographic reconstructions of the simulations, and using a Hotelling 

observer to determine the overall image quality.  Tomographic reconstructions are found 

to be effective in many applications for space imaging.  However, the severely limited 

projection angles do provide constraints on the overall reconstructed resolution.    
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CHAPTER 1 

 

THE ATMOSPHERIC WAVES EXPERIMENT 

 

 

1.1    Overview of the Atmospheric Waves Experiment 

The Atmospheric Waves Experiment (AWE) is a short-wave infrared (SWIR) telescope 

that will be mounted onto the International Space Station (ISS).  It will be pointed nadir 

and will collect signals from emissions of the OH airglow layer.  The OH-Airglow layer is 

a region of altitude where atmospheric pressure waves, also called gravity waves (not to be 

confused with gravitational waves), deposit portions of their energy.  These gravity waves 

connect terrestrial weather with space weather.  Space weather has been of interest lately 

because of its effect on GPS, radio communications, and other technology.  AWE’s 

purpose of studying the airglow layer will provide key insights to the relationship that 

gravity waves play in space weather (AWE 2018, Potter 2020).   

1.2    ISS as an Imaging Platform 

The ISS is a unique and useful platform for a telescope.  Its orbit covers ±52° latitudes 

(National Aeronautics and Space Administration 2010), and it orbits the earth every 90 

minutes (Evans and Robinson n.d.).  Moving at 7.66 km/sec, integration times can be 

prohibitive for imagers.   As is shown in Section 1.6, the MTF correction for ISS movement 

becomes dominant.  For this reason, the integration time for AWE is to be around one 

second.   

1.3    AWE Background 

There has been research that has looked at the OH-airglow layer from space (Miller et al. 

2015, Chandran et al. 2010, Tsuda 2014), and some have even used tomography for 3D 

reconstructions of the OH-airglow layer (Song et al. 2017).  Many of these satellites that 

have looked at the OH-airglow layer have focused on looking sideways into the OH-



13 
 

airglow layer (called a limb measurement) to emphasize the differences in the emissions at 

different altitudes.  SABER (Oberheide et al. 2006) is one of these instruments that makes 

limb measurements.  What sets AWE apart from these other satellites is its wide 

observation coverage of the Earth due to being attached to the ISS, it is looking nadir, and 

it has four telescopes simultaneously collecting sufficient data to create temperature maps 

of the OH-airglow across these wide swaths.      

Some previous groups have looked at the OH-airglow layer from the ground looking up 

(Taylor et al. 2010, Pautet et al. 2014, Zhao 2019, Lai et al 2019, Gavrilyeva et al 2018, 

Matsuda et al 2014).  The Advanced Mesospheric Temperature Mapper (AMTM), used by 

Taylor et al. (2010), served as a starting point in designing a telescope for space.  There are 

differences that had to be considered when designing for space.  Ground based imaging 

platforms are difficult to move, and therefore have a limitation in how much of the airglow 

layer can be studied.  To make more of the sky visible, the full field of view of the AMTM 

was made to be 120 degrees.  Ground-based imaging platforms have also allowed for 

longer, heavier telescopes.   

1.4    AWE Instrument Overview 

In adjusting the AMTM used by Taylor et al. (2010), many minor adjustments had to be 

made in the design.  This section will briefly discuss some of the design considerations that 

went into the AWE instrument.   

The mass and volume of the instrument had to be considered.  Because the mass of the 

AMTM was too high, the lens barrel was shortened, and the lenses had to be lighter.  In 

addition to lightening lenses, the number of lenses also had to be reduced.  In considering 

lenses, the AMTM design had some cemented doublets that had to be adjusted because the 

thermal properties of cemented doublets were not adequate for the requirements of AWE.  

As an effect of these mass and volume considerations, as well as stray light considerations 

for space, the full field of view was narrowed to be around 90°. 

Smaller and tighter tolerances were required for AWE.  As a result of fewer lenses, each 

lens had to have a tighter tolerance to meet the design requirements.  This led to more 

advanced alignment tools and techniques, as well as mounting techniques to ensure the 
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telescope could function properly (AWE 2018).  The focus adjustment found on the 

AMTM had to be abandoned because once AWE was placed on the ISS, no operator could 

adjust the focus.  This put priority on calibrating the instrument and having a reliable, 

athermal design.     

The environment of space also led to minor changes.  Radiation in space made many glass 

types unusable for lenses.  Radiation hardened glass was required, especially for the outer 

lenses.  Other environmental requirements to prepare for were the vibrations in the launch 

environment; thermal considerations which included survival and operating temperatures; 

and athermal design considerations to enhance the image quality throughout the operating 

temperature range. 

On the ground, the OH-airglow layer and gravity waves incident on the layer move slow 

enough that exposure times could be longer than 10 seconds (Hart et al. 2012).  The long 

exposure times gave increased signal-to-noise ratio (SNR) for the collected images.  On 

the ISS, the velocity forces the integration time to be closer to one second.  A balance of 

integration time and image smear had to be made to get adequate images.  With the SNR 

sacrificed because of shorter integration times, other methods were considered being used 

to bring the SNR up to adequate levels, such as coadding frames and tomographic 

reconstructions.  

On the ground, three different narrowband filters were used in sequence to get a 

temperature map of the OH-airglow layer.  With there being limited time to change filters 

on orbit, four separate telescopes were made so that the filters could be used 

simultaneously.  This allowed one extra filter for resiliency.  An InGaAs detector was 

chosen that had satisfactory noise characteristics.  The selected detectors were meant for 

high signal applications, but because of price and availability, they were chosen.  The noise 

was high enough that correlated double sampling (CDS), was used to lower the noise 

(White et al. 1974).  The detector was also cooled to -15°C to reduce noise and dark current.   

Distortion, spectral response, and sensitivity to other signals was part of the calibration 

process needed for space.  For calibration purposes, the outer 16 pixels on each side of the 

detector were masked with metal.  This guaranteed that a dark frame measurement could 

be taken on orbit.  This also helped with measuring the temperature of the detector because 
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the dark current is correlated with temperature.  More detail on this topic is given in Section 

1.6.3. 

 

Figure 1.1:  Cross section of AWE:  There are four different telescopes.  At least three of the four telescopes will have a 
different spectral filter.  These spectral filters will help to provide images that, when combined, give a temperature 
map of the OH-airglow layer. 

1.5    OH-Airglow Layer 

Between the mesosphere and the thermosphere, at a roughly 87 km altitude, is the OH-

airglow layer.  It has a width of roughly 10 km at any given location, and its emissions can 

shift from 80-100 km.  The temperature in the OH-airglow layer will generally be between 

150-240K (Ammosov et al. 2019). 



16 
 

 

Figure 1.2:  Taken from Liu et al. in 2015.  This figure shows the SABER instrument’s data.  These are two channels of 
mean OH emissions displayed.  The red line gives the mean values of temperatures.  Used with permission from the 

Journal of Geophysical Research: Space Physics. 

The airglow layer has emissions in the near infrared due to vibrational-rotational 

transitions.  In vibrational-rotational transitions, a molecule’s vibrations are analyzed like 

a harmonic oscillator with quantized energy states.  The wavelengths of the emissions are 

due to vibrational energy level transitions combined with a change of total angular 

momentum due to rotational transitions, which have a selection rule of ΔJ=±1 (Libretexts 

2020).  In this case, these transitions give rise to sharp peaks throughout the near-infrared 

spectrum (Oliva 1992, Ramsay 1992).  The peak amplitudes are dependent on the 

temperature of the airglow layer, following a Boltzmann distribution (Dreier and 

Rakestraw 1990, Libretexts 2020).  When looking at the ratio between vibrational-

rotational transition band emissions (e.g., 𝑃1(2) and 𝑃1(4)), an accurate temperature 

reading can be performed.   

1.6    Gravity Waves 

Atmospheric gravity waves, called gravity waves in this document, transport energy 

through the atmosphere and are a vital, little understood phenomenon that connect weather 

in the troposphere with space weather.  Space weather is of interest to many groups because 

of communication disruptions and other issues that can occur (Akmaev 2011).  Most people 

have experienced gravity waves through airplane turbulence, but gravity waves extend far 
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beyond those altitudes.  If they get high enough, they get to the OH-airglow layer and 

beyond.  When reaching the airglow layer, the waves begin to break, or in other words, 

they deposit energy into the OH molecules.  In this way they are similar to waves in the 

ocean:  they are present under water, but their energy is deposited at the boundary of where 

the water meets the air.   

Gravity waves start from many sources:  storms, other weather, mountains, valleys, islands, 

other geographic features, and many more.  Nappo (2013) explains that at these events and 

locations, buoyancy forces propagate the air up and out, and gravity is the restoring force 

that pulls them down, creating a wave.  When propagating, they can go almost any 

direction.  If they go in a direction that increases with altitude, their amplitudes also 

increase.  Nappo (2013) also explains that gravity waves can also break up into groups of 

smaller waves.   

When gravity waves are incident on the OH-airglow layer, they cause pressure changes, 

which then cause temperature changes in the airglow layer due to the ideal gas law, PV = 

nRT, where P is pressure, V is volume, n is the amount of the gas present, R is a constant, 

and T is temperature.  The temperature changes are related to the emission radiance of the 

airglow layer, as mentioned in Section 1.5 of this document.  If these emissions across the 

airglow layer can be measured with proper precision and resolution, the gravity waves in 

the OH-airglow layer can be quantitatively measured as well as the temperatures of OH-

airglow layer.   

1.7    AWE Detector Characteristics 

1.7.1    Noise Characteristics 

The detectors on AWE experience much higher noise than traditional detectors that are 

flown in space.  Grouping the noise into three dominant groups, there is read noise, dark 

noise, and extra noise.  The read noise is the dominant noise source.  Correlated double 

sampling (CDS), first introduced by White et al. (1974), was used to bring this noise down 

to acceptable levels.  In the low emissions cases, the readings on the detector will be in the 

bottom 1-2% of its dynamic range.  Because this dark current is present, there is also dark 

current noise that is present.  This is not as dominant as the read noise, but it is significant.  

There is also noise that is labeled ‘extra noise’.  This noise (~70e-) comes from the read-
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out integrated circuit (ROIC).  Much of this noise comes from suspected ROIC Glow, 

which is explained in more detail in Le Goff (2020).  The MOSFETs, temperature sensors, 

and other components near the focal plane array (FPA) have a glow in the SWIR region.  

This glow adds an unwanted signal, similar to dark current, to the detectors.  This glow, 

unlike the dark noise, is less uniform and more unpredictable.  To better control this ROIC 

glow, the detector control settings were tuned to give the lowest noise possible. 

1.7.2    Correlated Double Sampling 

Because the read noise was too high, a method called correlated double sampling (CDS) 

was used to bring the read noise down to acceptable levels.  The method is given in detail 

in White et al. (1974).  Read noise is independent of integration time (Janesick 2007).  CDS 

takes two images:  one at near-zero integration time, and one at the desired integration time.  

When both images are taken, the zero-integration time image is subtracted from the 

standard image.  This will subtract off a portion of the read noise and still result in an image 

with the desired integration time.      

1.7.3    Low Light Imaging 

The AWE detectors will mostly be operating in the bottom 5% of their operating ranges.  

The detectors are 320x256 FPAs.  Imaging in a low-light environment presents many 

challenges for detectors.  Challenges to consider include noise, dark current gradients, 

temperature, and detector linear response.  These are all related to each other and must be 

carefully tuned.  AWE is keeping the temperature at roughly -15°C, which will have a 

higher dark signal and a higher noise than at lower temperatures.   

When controlling detector temperatures, there is a chance for temperature gradients.  

Temperature gradients will create dark current gradients on the detector, further 

complicating calibration.  One method is to mask the outer 16 rows of pixels on each side 

so that they only give a dark current reading.  These dark current readings act as 

thermometers to guide the calibration of the images so that temperature gradients can be 

detected and are not an issue.  As a result, the usable pixels on each detector will be the 

middle 256x256 pixel grid.  
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1.7.4    MTF Correction 

The modulation transfer function is important because of the desired gravity wave 

wavelength range of 30-300km.  An MTF analysis calculates how much of these 

frequencies will get through (Barrett and Myers 2004).  The main items that will affect the 

MTF are the optical design, detector optical crosstalk, detector electric crosstalk, ISS jitter, 

ISS speed, pixel size, and possibly coadding.  Their contributions to the MTF are shown in 

Figure 1.3 with ISS smearing and pixel size being combined on the same image. 

 

Figure 1.3:  Components of the Overall MTF.  The left vertical line on each graph corresponds to visibility for 300km 
waves and the rightmost vertical line corresponds to visibility for 30km waves.  It is important to note that the electric 
crosstalk values range from 1 – 1.08. 

The overall 2-dimensional MTF is given in Figure 1.4. 

 



20 
 

 

Figure 1.4:  The overall MTF for the AWE system.  It is asymmetric due to the ISS smearing and electric crosstalk being 
in only one direction. 

For a 30km wave, the current best estimate is for 90% of the signal visibility to make it 

through.  For a 300km wave, it is >99%.  If the optical PSF, optical crosstalk, or jitter were 

to get worse, the amount of 30km signal visibility that gets through could go down to as 

little as 80%.   For the desired wavelength range, the MTF shows that there will be adequate 

amounts of visibility. 

1.8    Reflections in Nadir Imaging 

In observing the OH-Airglow layer, it is important to account for reflections.  Different 

surface types will have different reflectivity. Different surfaces may also have different 

scattering properties.  Some reflective surfaces have been reported to be as high as 60% for 

SWIR wavelengths (Tian and Philpot 2015, Curcio et al. 2013).  For AWE, there are three 

different wavelengths that will have to be accounted for:  1400nm, 1524nm, and 1543nm.  

The atmospheric transmission of a range of wavelengths taken from MODTRAN software 

is shown in Figure 1.5 (Kaushal et al. 2017).  For the 1400nm band, there will be almost 
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no reflection from the ground because that wavelength will not transmit well through the 

atmosphere.   

 

Figure 1.5:  MODTRAN analysis of transmittance through the atmosphere.  This image is in the public domain. 

Another potential issue for nadir imagers is city lights.  AWE is designed to gather night 

images, which is when city lights will be interfering.  AWE’s ultra-narrow bandpass filters 

(~1 nm wide) will provide some protection against this issue.  Another help for AWE is 

that its background filter and processing will help to filter out the city lights.  City lights 

are therefore not a primary issue that AWE will be facing. 

The reflections and city lights will be superimposed with the emissions from the OH-

airglow layer.  The resulting images will have these nuisance reflections that will degrade 

image quality.  The cloud reflections will most likely correlate with the emission values of 

the OH-airglow layer immediately above them, with some of the signal possibly scattering 

to other areas.   

With the ISS moving over a region, the ground, clouds, and emissions will have different 

altitudes and different viewing angles.  In other words, the same spot in XY space with 

different amplitudes will show up in different pixels on the detector depending on the ISS 

position.  This is shown in Figure 1.6.  With the gravity waves being roughly stationary 

compared with the speed of the ISS, and with the FOV being so wide, tomographic 
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reconstructions are a practical and straightforward method of separating the desired 

emissions of the OH-airglow layer from the undesired reflections closer to the ground. 

 

Figure 1.6:  This shows a satellite’s trajectory around the Earth.  As it goes along its trajectory, it has many different 
viewing angles of the OH-airglow layer.  Each viewing angle will have different background emissions.  For example, 
the point in the center of the OH-airglow layer in this figure will have different background emissions contributing to 
the imaging pixels depending on the viewing angle of the ISS. 

The tomographic reconstructions used for this imaging will be slightly different in nature 

compared to typical reconstructions found in research.  They will be severely limited on 

projection angles.  A 90° FFOV, though wide for optical imaging, may not give enough of 

an altitude-axis presence to completely separate out the reflections from the emissions.   
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CHAPTER 2 

 

PRINCIPLES AND APPLICATIONS OF TOMOGRAPHY 

 

 

2.1    Algorithms in Tomography 

There are many algorithms for tomographic reconstruction.  One way to categorize them 

is by separating them into three main groups:  analytical (FDK, FBP, Katsevich, etc), 

algebraic (ART, MLEM, etc.), and statistical (MBIR, etc.) (Zhang et al. 2018).  Different 

papers will have many different meanings for these terms, but to clarify for this document, 

algebraic algorithms have no regularization terms added, but statistical algorithms can.  

Algebraic algorithms, which are iterative, have been shown to produce better image quality 

than analytical algorithms in certain cases (Nam et al. 2019, Vaniqui et al. 2019).  They 

require no prior knowledge about the object.   

A statistical algorithm would be best for many situations, but this requires prior information 

about the object and background being imaged.  Industry groups have currently 

implemented model based iterative reconstruction (MBIR) algorithms, which require prior 

information.  These algorithms have different acronyms but are similar in that they use 

MAP estimations.  These estimations have been shown to give higher image quality than 

some of their statistical iterative reconstruction (SIR) algorithm counterparts (Chang et al. 

2019).  One group has successfully integrated an MBIR algorithm with iterated coordinate 

descent (ICD) onto a GPU (Sabne et al. 2017).  Another group has shown a separate 

algorithm with MBIR (stochastic group coordinate ascent (SGCA)) and compared it to 

OSEM and other common reconstruction algorithms (Mcgaffin and Fessler 2015). 

When choosing an algorithm for reconstruction, the best algorithm for an imaging task is 

dependent on the object being imaged, the background, and the task to be performed.   

One of the factors that led to iterative algorithms receiving more attention in research is 

the harm of X-ray radiation (De González et al. 2009, Domina et al. 2014, Gilbert 2009, 
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Kuefner 2015).  Many groups have explored strategies of lessening the effect of X-ray and 

gamma ray radiation in humans (Brink and Boice 2012, Caceres et al. 2011, Carsten 2008, 

Cinkilic et al. 2013, Das et al. 2011, Jelveh et al. 2013, Kalpana et al. 2010, Mohammad et 

al. 2014, Nishimura et al. 2014, Pei et al. 2014, Prasad 2005, Smith et al. 2017, Stehli et al. 

2014, Velauthapillai et al. 2017).  The most practical way to keep people safe long term, 

though, is to simply lower the amount of X-rays going into a person who is getting imaged.  

With a lower radiation dose, iterative algorithms tend to perform better (Nam et al. 2019).   

2.2    MLEM 

2.2.1    Implementation of MLEM 

The Maximum-Likelihood Expectation Maximization (MLEM) algorithm, which was 

presented by Richardson (1972) and Lucy (1974), has been used in tomography for many 

years (Shepp and Vardi 1982).   

The formula for MLEM, with a change in variables, is as follows (Barrett and Myers 2004): 

𝜃𝑛
𝑘+1 =  

𝜃𝑛
𝑘

𝑆𝑛
∑

𝑔𝑚

(𝐻𝜃𝑛
𝑘)

𝑚

𝐻𝑚𝑛

𝑀

𝑚=0

 (2.1) 

 

Where 𝜃𝑘 is the current reconstruction solution; 𝐻𝑚𝑛 is the MxN system H-matrix; 𝑆𝑛is a 

sensitivity function which is an N-dimensional vector; and 𝑔𝑚 is the measurement data, 

which is an M-dimensional vector.   

In practical systems, a system matrix, H, is generally not known, or is too big to be useful 

(Matenine et al. 2018).  To use this equation in CT, it is helpful to realize the following: 

𝑆𝑛 =  ∑ 𝐻𝑚𝑛
𝑀
𝑚  (2.2)  

This shows that 𝑆𝑛 is a backprojection of ones.  Next: 

 𝐵�̃� = 𝑔𝑚𝐻𝑚𝑛         (2.3) 

�̃� = 𝐻𝜃𝑘 (2.4) 
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where 𝐵�̃� is the backprojection of the data and �̃� is a projection of the current 

reconstruction solution.  

Putting this together, it forms the equation below (Zeng 2010): 

𝜃𝑘+1 =  𝜃𝑘
𝐵𝑎𝑐𝑘𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 {

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛(𝜃𝑘)

}

𝐵𝑎𝑐𝑘𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛{1}
 (2.5) 

2.2.2    Current State of MLEM 

MLEM is popular in emission tomography reconstruction, but not as much in x-ray CT 

without regularizations (Zeng 2010).  Still, there have been some uses of its pure form as 

well as applications for which it has been shown to be especially useful.  MLEM has been 

popular with low dose and incomplete data sets, but these have mainly used alternative 

forms of the MLEM method, such as Penalized ML (PML) and a particular type of PML 

called MLEM-TV.  Other methods use modified MLEM techniques for applications such 

as motion correction (Fotouhi et al. 2017).  Other applications include Wang et al. (2016), 

who describe an ML algorithm that is used for the purpose of spectral CT. 

There have been large amounts of research performed using MLEM with PET and SPECT 

image reconstruction and evaluating its noise properties (Liew et al 1993, Qi 2003, Li 

2011).  Much of this research has been done for low dose images with the hope of getting 

better image quality (Chávez-Rivera et al. 2015).  Some research has combined CT and 

SPECT to obtain more data for a imaging task (Damle et al. 2011). 

In addition to image quality, there has been interest in finding accelerated methods of 

MLEM.  Because of long convergence times, different algorithms have been developed 

and tested (Van Slambrouck and Nuyts 2014, De Pierro 1995).  Some of these, such as 

ordered subset expectation maximization (OSEM) and weighted least squares with 

conjugate gradient (WLS-CG), have a trade off with time and image quality (Tsui et al. 

1991).  Other research has gone into finding algorithms that minimize some of the bias that 

is present in MLEM (Van Slambrouck et al. 2014). 

2.2.3    Penalized Maximum Likelihood (PML) 

PML is a subclass of maximum likelihood which uses the equation (Fessler 2000): 
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Φ(𝜇) =  𝐿(𝜇) − 𝛽𝑅(𝜇) (2.6) 

Where Φ is a penalized objective function, L is the log-likelihood, R is a regularization 

term (also called a penalty function), and 𝜇 is the vector of voxel attenuation values 

(Makeev et al. 2016).  The penalty function, R, must be chosen carefully.  For example, it 

can be separable to keep the algorithm’s complexity mostly the same.  Also, the penalty 

function should be chosen such that it does not take away valuable information from the 

image just to see a desired result.   

Most implementations of MLEM have an addition of a penalty function, making them PML 

algorithms.  In other applications, PML algorithms can be used by joint CT/PET scanners 

to get a joint image reconstruction and attenuation map (Bousse et al. 2015, Rezaei et al 

2016).  PML algorithms have been reported to outperform OSEM in a CT/PET image 

reconstruction (Otani et al. 2019).  PML algorithms have also given good image quality in 

breast CT image reconstructions (Makeev et al. 2016).  Penalty functions are useful for 

applying certain constraints, such as sparsity.  These algorithms were found to outperform 

FDK and Katsevich reconstruction image quality for helical CT (Nam et al. 2019).  As 

mentioned before, total variation (TV) regularization for MLEM is a popular modification 

to the MLEM algorithm and will be discussed in section 2.2.6. 

To apply a regularization term to MLEM, the method given in Appendix B is applied 

(Clarkson 2020), which results in:   

𝑓𝑛
(𝑘+1)

= (
𝑓𝑛

(𝑘)

𝑠𝑛
) ∑ 𝐻𝑚𝑛 [

𝑔𝑚

(𝐻𝑓(𝑘))𝑚

]

𝑀

𝑚=1

− 𝜂
𝑓𝑛

(𝑘)

𝑠𝑛

𝜕

𝜕𝑓𝑛
𝑅(𝑓(𝑘)) (2.7) 

Where 𝑓𝑛
(𝑘)

 is the kth reconstruction of the data, 𝑠𝑛 is the sensitivity vector, 𝐻𝑚𝑛 is the H-

matrix, 𝑔𝑚 is the measured data vector, 𝜂 is a regularization constant that can be chosen 

by the user, and 𝑅 is the regularization function.  The first part of this equation is the MLEM 

algorithm, while the second term in the equation is the regularization term.   
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2.2.4    Implementation of PML 

To implement PML, a proper penalty function must be chosen.  This should be 

representative of the properties of the imaging system and the reconstructed image.  For 

example, in Makeev et al. (2016), the penalty function is implemented as: 

𝑅(𝜇) =  
1

2
∑ ∑ 𝑤𝑗𝑘𝜑(𝜇𝑗 − 𝜇𝑘)

𝑘𝜖𝑁𝑗

𝑝

𝑗=1

 (2.8) 

 

Where 𝑤𝑗𝑘’s are the weights of each voxel, and 𝜑 is an implementation of the total variation 

norm (TV): 

𝜑𝑇𝑉(𝜇𝑖,𝑗,𝑘) = |𝜇𝑖,𝑗,𝑘 − 𝜇𝑖−1,𝑗,𝑘| + |𝜇𝑖,𝑗,𝑘 − 𝜇𝑖+1,𝑗,𝑘| + |𝜇𝑖,𝑗,𝑘 − 𝜇𝑖,𝑗−1,𝑘| +

|𝜇𝑖,𝑗,𝑘 − 𝜇𝑖,𝑗+1,𝑘| + |𝜇𝑖,𝑗,𝑘 − 𝜇𝑖,𝑗,𝑘−1| + |𝜇𝑖,𝑗,𝑘 − 𝜇𝑖,𝑗,𝑘+1| (2.9)
 

There are many other penalty functions (regularization techniques) that target different 

qualities (Zhang et al. 2018).  One group proposes using trainable convolutional neural 

networks as the penalty function in medical imaging (Wu et al. 2019).   

2.2.5    Current State of PML 

PML is used in research and has shown better image quality than FBP (Makeev et al. 2016).  

Certain studies have tried to better predict the qualities of penalty functions in cone-beam 

CT (CBCT) systems, such as spatial resolution and noise (Wang et al. 2019).  Currently, 

PML tends to be used more than pure MLEM because if anything is known about the 

imaging system or the object being imaged, it can be applied to the penalty function to 

enhance the image reconstruction.  

Because the MLEM algorithm can be implemented on a GPU, the penalty function is much 

easier to work with if it can also be implemented on a GPU.   

2.2.6    MLEM-Total Variation (MLEM-TV) 

The total variation (TV) penalty function has been used to reduce noise and blurring 

(Chávez-Rivera 2015).  TV algorithms are used for data that have a sparsity constraint 

(Sidky and Pan 2008).  It can allow edge preservation (Chávez-Rivera 2015).    
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The TV technique works in more than just MLEM, with Sun and Hayakawa (2018) 

applying TV regularization to the algebraic reconstruction technique (ART) and it gave 

better image quality than ART alone.  Sánchez et al. (2015) explores the noise properties 

of TV regularization for any iterative reconstruction algorithm. 

As shown in section 2.2.3, total variation in the format given above is given in Eq. 2.6 

(Fessler 2000). In that equation, L is the likelihood, Φ is the function to minimize, 𝛽 is the 

regularization factor, and R is given as: 

𝑇𝑉(𝜇) =  𝑅(𝜇) =  ∫ ∇𝜇

𝑅𝑛

 (2.10) 

In this document, the TV regularization function is applied as shown in Panin et al. (1999), 

Zhang et al. (2018), and many others.  It is given as follows: 

𝑅3𝐷𝑇𝑉
(𝐹𝑘) =  √(𝐹𝑗+1,𝑘,𝑙 − 𝐹𝑗𝑘𝑙)

2
+ (𝐹𝑗,𝑘+1,𝑙 − 𝐹𝑗𝑘𝑙)

2
+ (𝐹𝑗,𝑘,𝑙+1 − 𝐹𝑗𝑘𝑙)

2
+ 𝜀 (2.11) 

Where 𝜀 is a small number that helps with computations.  To apply this to MLEM, the 

derivative must be used in the regularization portion of the algorithm. 

𝜕

𝜕𝑅3𝐷𝑇𝑉
(𝐹𝑘)

=  
𝐹𝑗+1,𝑘,𝑙 + 𝐹𝑗,𝑘+1,𝑙 + 𝐹𝑗,𝑘,𝑙+1 − 3𝐹𝑗,𝑘,𝑙

√(𝐹𝑗+1,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙)
2

+ (𝐹𝑗,𝑘+1,𝑙 − 𝐹𝑗,𝑘,𝑙)
2

+ (𝐹𝑗,𝑘,𝑙+1 − 𝐹𝑗,𝑘,𝑙)
2

+ 𝜀

+
𝐹𝑗,𝑘,𝑙 − 𝐹𝑗−1,𝑘,𝑙

√(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗−1,𝑘,𝑙)
2

+ (𝐹𝑗−1,𝑘,𝑙+1 − 𝐹𝑗−1,𝑘,𝑙)
2

+ (𝐹𝑗−1,𝑘+1,𝑙 − 𝐹𝑗−1,𝑘,𝑙)
2

+ 𝜀

+
𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘−1,𝑙

√(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘−1,𝑙)
2

+ (𝐹𝑗+1,𝑘−1,𝑙 − 𝐹𝑗,𝑘−1,𝑙)
2

+ (𝐹𝑗,𝑘−1,𝑙+1 − 𝐹𝑗,𝑘−1,𝑙)
2

+ 𝜀

+
𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙−1

√(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙−1)
2

+ (𝐹𝑗+1,𝑘,𝑙−1 − 𝐹𝑗,𝑘,𝑙−1)
2

+ (𝐹𝑗,𝑘+1,𝑙−1 − 𝐹𝑗,𝑘,𝑙−1)
2

+ 𝜀

(2.12)

 

 

There are other ways to implement 𝑅3𝐷_𝑇𝑉(𝐹𝑘), such as the method shown in section 2.2.4 

of this document.  The general form for LP-norm TV regularizations has a similar form: 
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𝑅3𝐷𝑇𝑉𝐺𝑒𝑛𝑒𝑟𝑎𝑙
(𝐹𝑘) = (

(𝐹𝑗+1,𝑘,𝑙 − 𝐹𝑗𝑘𝑙)
𝑝

+(𝐹𝑗,𝑘+1,𝑙 − 𝐹𝑗𝑘𝑙)
𝑝

+(𝐹𝑗,𝑘,𝑙+1 − 𝐹𝑗𝑘𝑙)
𝑝

)

1
𝑝

(2.13) 

Applying it to MLEM, its derivative is: 

𝜕

𝜕𝑅3𝐷𝑇𝑉𝐺𝑒𝑛𝑒𝑟𝑎𝑙
(𝐹𝑘)

=

(−(𝐹𝑗+1,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙)
𝑝−1

− (𝐹𝑗,𝑘+1,𝑙 − 𝐹𝑗,𝑘,𝑙)
𝑝−1

− (𝐹𝑗,𝑘,𝑙+1 − 𝐹𝑗,𝑘,𝑙)
𝑝−1

)

∗ ((𝐹𝑗+1,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙)
𝑝

+ (𝐹𝑗,𝑘+1,𝑙 − 𝐹𝑗,𝑘,𝑙)
𝑝

+ (𝐹𝑗,𝑘,𝑙+1 − 𝐹𝑗,𝑘,𝑙)
𝑝

)
1
𝑝

−1

+(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗−1,𝑘,𝑙)
𝑝−1

 (
(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗−1,𝑘,𝑙)

𝑝

+(𝐹𝑗−1,𝑘,𝑙+1 − 𝐹𝑗−1,𝑘,𝑙)
𝑝

+ (𝐹𝑗−1,𝑘+1,𝑙 − 𝐹𝑗−1,𝑘,𝑙)
𝑝)

1
𝑝

−1

+(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘−1,𝑙)
𝑝−1 (

(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘−1,𝑙)
𝑝

+(𝐹𝑗+1,𝑘−1,𝑙 − 𝐹𝑗,𝑘−1,𝑙)
𝑝

+ (𝐹𝑗,𝑘−1,𝑙+1 − 𝐹𝑗,𝑘−1,𝑙)
𝑝)

1
𝑝

−1

+(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙−1)𝑝−1 (
(𝐹𝑗,𝑘,𝑙 − 𝐹𝑗,𝑘,𝑙−1)

𝑝

+(𝐹𝑗+1,𝑘,𝑙−1 − 𝐹𝑗,𝑘,𝑙−1)
𝑝

+ (𝐹𝑗,𝑘+1,𝑙−1 − 𝐹𝑗,𝑘,𝑙−1)
𝑝)

1
𝑝

−1

 (2.14)

 

2.3    GPU programming and Iterative Techniques 

Because of the amount of time and computations that iterative reconstructions require, 

computation times can be prohibitive.  Even analytical reconstruction techniques, 

computation times can be long (Ni et al. 2006).  With GPU programming becoming so 

powerful, it is now necessary to perform reconstruction techniques mostly on a GPU.  In 

this way, the projections and back-projections required to perform these algorithms can be 

done fast enough to achieve acceptable wait times (Chen et al. 2018).  Many groups 

continue to implement MLEM and other iterative algorithms on a GPU (Vazquez et al. 

2014).  Chapter 3 of this document gives strategies and methods for writing these 

algorithms on a GPU.   

General purpose GPU computing is still rapidly evolving and improving, and many 

languages currently do not support the data structures and strategies that traditional 

programming offers.  Despite these limitations, clever programming practices and 
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optimizations help to bring the tomographic reconstruction times down to near real-time 

(Cui et al. 2013).  Using only a CPU, the reconstruction times would go up over 100x in 

some cases.     

2.4    Image Quality  

2.4.1    Developing Figures of Merit 

Figures of merit are important for quantitatively comparing results.  When using different 

tomographic reconstruction techniques, a figure of merit is desirable to objectively state 

which method is best for a particular application.  This section will discuss how figures of 

merit will be constructed for this document.  Much of what is discussed can be obtained 

from Barrett & Myers (2004) Foundations of Image Science Chapter 13. 

2.4.2    Classification Tasks 

A classification task separates images into different groups, such as signal present and 

signal absent (Barrett and Myers 2004).  One method for binary classification is to have a 

set of Ns/2 signal-free images, Ns/2 signal-present images, and run an observer to see how 

effective the observer is.  Observers are discussed in more detail in section 2.4.4.  The 

signal used for this document is a simulated gravity wave.  In a classification task, an 

observer’s output is called a test statistic, which is a value.  A collection of test statistics 

can be used to assess the observer’s performance.  Based on the mean values of the 

observer’s test statistics and the noise in the test statistics, a signal to noise ratio can be 

calculated from the observer as shown below (Barrett and Myers (2004), pg. 819): 

𝑆𝑁𝑅𝑡 =
〈𝑡〉𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 〈𝑡〉𝐴𝑏𝑠𝑒𝑛𝑡

√𝜎𝐴𝑏𝑠𝑒𝑛𝑡
2

2 +
𝜎𝑃𝑟𝑒𝑠𝑒𝑛𝑡

2

2

(2.15)
 

Where 〈𝑡〉𝑃𝑟𝑒𝑠𝑒𝑛𝑡 and 〈𝑡〉𝐴𝑏𝑠𝑒𝑛𝑡 are the average values given by the observer when a 

signal is present and absent, respectively.  𝜎𝑃𝑟𝑒𝑠𝑒𝑛𝑡
2  and 𝜎𝐴𝑏𝑠𝑒𝑛𝑡

2  are the average variance 

values from the observer when a signal is present and absent, respectively.   

Plotting a receiver operating characteristic (ROC) curve is instructive to determining an 

imaging system’s effectiveness in performing a task.  The area under the ROC curve (AUC) 
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and 𝑆𝑁𝑅𝑡 are both related and effective figures of merit.  𝑆𝑁𝑅𝑡 is chosen as a figure of 

merit in this case because of its range and ability to not saturate at high values.  𝑆𝑁𝑅𝑡 

ranges from 0 to infinity while the AUC ranges only from .5 to 1.  In comparing different 

reconstruction or processing methods, comparing 𝑆𝑁𝑅𝑡 with the different methods can 

then aid in design decisions. 

2.4.3    Estimation Tasks 

For estimation tasks, such as finding the amplitude of a wave, there are a few options to 

consider.  For a tomographic reconstruction, it may be insightful to find the bias or the 

variance of the pixels values in the reconstructions.  The bias and the variance can be 

combined into one number, the mean-square error, as shown below: 

𝑀𝑆𝐸(𝜃) =  〈|𝜃 − 𝜃|
2

〉𝑔|𝜃  (2.16) 

where 𝜃 is the true value, 𝜃 is the estimated value, and g is the image vector.  MSE is 

commonly used and is convenient.  In practice, MSE can be a flawed metric for images if 

used exclusively, as shown in Figure 2.1, which shows six different images, all of which 

have the same MSE.   

 

Figure 2.1 :  Each image in this progression has the same mean-square error value.  (a) Original image with the signal 
marked by the arrow (b) White noise added (c) Blurred (d) Structured noise added (e) Quantized (f) Shifted.  Image 
credit:  Matthew Kupinski 
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For other estimation tasks, such as finding an amplitude or phase of a gravity wave, to get 

a single value that can be used as a figure of merit for estimation tasks, the ensemble 

mean-square error (EMSE) can be used.  It is useful if 𝜃 is a random vector.  Its formula 

is given below: 

𝐸𝑀𝑆𝐸 =  〈〈|𝜃 − 𝜃|
2

〉𝑔|𝜃〉𝜃  (2.17) 

For an image, or set of images to be evaluated, EMSE gives a single value, which is 

convenient for a figure of merit.  EMSE will have similar weaknesses to MSE.  One 

weakness of EMSE is that it gives no information as to where incorrect values are located.  

If an imaging system is accurate at the center of the image, but inaccurate at the edges, the 

EMSE will not detect this tendency.  Because tomographic reconstruction techniques can 

be scaled to fit data, an estimation task will not be heavily relied on as an imaging task. 

2.4.4    Developing Observers for Detection Tasks 

2.4.4.1    Hotelling Observers 

A Hotelling observer is a practical and effective candidate for many imaging applications 

(Barrett et al. 1993). It is practical because it only requires first and second order statistical 

data from an imaging system.  It is effective because in gaussian noise, it is the ideal linear 

observer.  It takes the form 

𝑡 = 𝑠𝑡𝐾𝑔
−1𝑔 (2.18) 

Where 𝑠 the signal to detect, 𝑔 is the image vector, and 𝐾𝑔
−1 is the inverse of the covariance 

matrix of the image vector.  To apply this to an ROC curve, if the test statistic, 𝑡, is higher 

than a chosen threshold, it is labeled as a signal-present image, otherwise, it is a signal-

absent image. 

Some research has gone further and looked into Channelized Hotelling Observers (CHO) 

for assessing image quality because it is more representative of the human visual system 

(Fessler and Yendiki 2002, Yao and Barrett 1992).  They can also reduce the amount of 

data that is needed to produce an adequate image quality measurement (Tseng, Fan, and 

Kupinski 2016). 
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2.4.4.1.1    Calculating and storing a covariance matrix and its inverse 

Calculating a covariance matrix for a Hotelling observer is resource intense.  For a simpler 

image that is 256x256 pixels, the covariance matrix is a 65536x65536 matrix.  For a 

covariance matrix with a much larger image plane or a full 3D reconstruction, inverting it 

becomes a time-consuming task.  

To address this problem, matrix-inversion lemma, found in Barrett and Myers (2004) 

Chapter 14.3.2 is useful to invert the covariance matrix for use in the Hotelling observer.  

It gives the covariance matrix, 𝐾𝑔, as: 

𝐾𝑔 = �̅�𝑛 + �̂��̅� = �̅�𝑛 + 𝑊𝑊𝑡 (2.19) 

Where �̅�𝑛 is the noise covariance matrix and is diagonal, �̂��̅� is the covariance matrix of 

the noise-free background, and 𝑊 is a set of sample background image vectors.   

𝑊 =  
1

√𝑁𝑠

[𝛿𝑔1, 𝛿𝑔2, … , 𝛿𝑔𝑁𝑠
] (2.20) 

Using matrix-inversion lemma: 

[�̅�𝑛 + 𝑊𝑊𝑡]−1 = �̅�𝑛
−1 − �̅�𝑛

−1𝑊[𝐼 + 𝑊𝑡�̅�𝑛
−1𝑊]−1𝑊𝑡�̅�𝑛

−1 (2.21) 

By using matrix-inversion lemma, an 𝑁𝑠 𝑥 𝑁𝑠 matrix can be inverted instead of the entire 

𝑀 𝑥 𝑀 covariance matrix.  Using as few as 300 noise free images, the calculated covariance 

matrix inverse is effective in the Hotelling observer. 

2.4.4.1.2    Signal-Known-Exactly, Signal-Known-Statistically, Fourier Methods 

For a Hotelling observer to be as effective as possible, the signal vector, 𝑠, needs to be 

known exactly (SKE).  This means size, location, and possibly phase need to be known.  If 

𝑠 is only known statistically (SKS) and its location is unknown, the Hotelling observer 

loses its effectiveness.  This is readily seen when 𝑠 is a sine wave.  If the location and phase 

are not known exactly, the test statistic will have lower values than an image with no signal.   

Because gravity waves are so important for this work and are SKS, a proper 

implementation, or offshoot, of the Hotelling observer is required.  This method will 

primarily be done in the Fourier domain to simplify the computations. 
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The method for the modified Fourier Hotelling Observer is as follows: 

1- Choose a wavelength of interest for a gravity wave (e.g., 100 km). 

2- Calculate 𝐾𝑔
−1𝑔:  Use matrix inversion lemma with noise-free images.  Multiply 

this with the image data. 

3- Take the absolute value of the Fast Fourier Transform of 𝐾𝑔
−1𝑔. 

4- For the wavelength of interest, make a filter in the Fourier domain that only chooses 

this wavelength within an acceptable range.  This will be a ring around the origin 

that corresponds with the desired frequency.  The ring will have values of one, 

every other value will be zero. 

5- Multiply the filter in step 4 by the Fourier Transform found in step 3. 

6- Take the sum of the resulting image to get the test statistic. 

Looking at this method in a Hotelling point of view, the observer looks as follows: 

𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟 = 𝐹𝑇(𝑠𝑓𝑖𝑙𝑡𝑒𝑟
𝑡 )|𝐹𝑇(𝐾𝑔

−1𝑔)| (2.22) 

Where 𝐹𝑇() is the Fourier transform. 
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CHAPTER 3 

 

IMPLEMENTATION OF MLEM ON A GPU 

 

 

3.1    Implementation Overview 

As shown in section 2.2, a readable formula for MLEM is given by: 

𝜃𝑘+1 =  𝜃𝑘
𝐵𝑎𝑐𝑘𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 {

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛(𝜃𝑘)

}

𝐵𝑎𝑐𝑘𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛{1}
 (3.1) 

Where 𝜃0 is usually set as a vector of ones.  The measurement data will be a set number of 

projection images.   

The MLEM algorithm will perform best when run primarily on a GPU.  When performing 

an algorithm on a GPU, after each iteration of the algorithm, the resulting 𝜃𝑘+1 can, and in 

some instances should, be returned to host memory.  This is the only time in MLEM that a 

vector needs to be read from GPU to host memory, which is advantageous for speed.   

As can be seen from the above equation, back-projections and projections are the building 

blocks of MLEM.  Back-projection and projection implementations need to have a certain 

measure of accuracy and speed to be effective.  The projection especially needs to be 

accurate.  If 𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛(𝜃𝑘) = 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡, then the equation goes to a BP{1}/BP{1}, 

which provides somewhat of a safeguard for the back-projection.  The projection does not 

have that same safeguard.  If it is in error, the algorithm will eventually converge to a wrong 

solution.   

In many algorithms, the projection and back-projection operators assume the source - or 

telescope in the case of tomography from space - to be a single point.  The algorithms 

assume that an infinitely thin line goes from the source to a desired pixel or voxel.  Some 

algorithms have tried to use a solid angle from the source to a desired pixel or voxel, but 

the computation time is generally too high (Fu et al. 2018). 
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3.2    GPU and code discussions 

3.2.1    Software implementation and commentary of MLEM 

Good coding practices are required to make an adequately fast MLEM implementation.  

When considering implementation, it is important to consider the basis to be used, namely: 

delta basis, pixel basis, or a Fourier basis.  A Fourier basis may apply for certain 

reconstruction algorithms where filtering is applied but will not have further consideration 

in this section.  The example code in this paper will be primarily done with both pixels and 

voxels being in a delta basis.  More information on this subject is given in section 3.3. 

Note that there are many ways to think about and write projection and back-projection code 

and the methods given in this paper are just a small sample.  Many developers have used 

GPUs through MATLAB code to perform MLEM and those implementations are available 

for download.  This code will be written in C++.  There are many ways to access GPU’s 

for general purpose use (OpenCL, CUDA, Metal, DirectX, etc.), and the code given will 

use a general pseudocode that can be applied to many of these GPU languages.  This code 

will also use a thread-based GPU structure, instead of using GPU-eligible for-loops that 

libraries, such as ArrayFire, use. 

3.2.2    GPU Programming in Tomography 

GPUs have been used for some time to aid in tomographic reconstructions.  There is 

expected growth in the GPU industry in the coming years, primarily due to smart phones 

(GPU Market Size, Share & Forecast by 2027: Graphics Processing Unit, 2020).  The 

current speed of the best GPUs is in the tens of trillions of floating-point operations per 

second (TFLOPS).  Current trends have GPUs doubling the number of FLOPS every 3-4 

years.  In the coming years, it is expected to continue to improve.  With GPUs continually 

improving, the trade-off between accuracy and speed in tomographic applications will be 

minimized.  The speed-up in using GPU’s instead of CPUs will also continue to increase.  

In addition to hardware developments, there are also libraries developed that work with the 

GPUs and give accelerated performance, such as ray tracing libraries in Nvidia and Metal.  
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3.3    Basis Background for imaging simulations 

The basis for a projection or back-projection algorithm affects the quality of the result.  For 

this purpose, an overview of these bases will be presented here.  This overview will assume 

that a thin ray, not a solid angle, is coming from the source.   

A delta basis is representing a pixel, or voxel, by a single point.  If a projection or back-

projection is going to be performed in an entirely delta basis, it will look something like 

the top illustration in Figure 3.1. 

A pixel basis is representing a pixel, or voxel, as having certain boundaries.  They can be 

square, cube, spherical, etc.  In algorithms, pixels for the pixel basis have three traditional 

ways of being calculated.   

1) Each pixel can be subsampled into a grid of delta functions 

2) Each pixel is a function with the edges being boundaries 

3) Each pixel can be subsampled in Monte Carlo fashion.   

Each method has its strengths.   

There are many projection and back-projection algorithms, each with a different way to 

think about the problem.  Each algorithm also aims to find a way around a speed/accuracy 

tradeoff for these operations.  Many algorithms that are currently being researched use 

method 2 from above and use clever algorithms to reduce the computation speed.   
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Figure 3.1:  Here a point source is projected through the center of a voxel and onto the detector of pixels.  Top:   Delta 

basis:  Each pixel and voxel are represented by a delta function.  Bottom:  Pixel basis:  Each pixel and voxel are defined 

by a boundary. 

A common algorithm for projections was presented by Siddon (1985).  This algorithm uses 

detector pixels in a delta basis, and voxels in a pixel basis.  It is also explained in Thompson 

and Lionheart (Thompson and Lionheart 2014) and Jacobs (Jacobs et al. 1998).  Other 

well-known algorithms for projections are Joseph’s algorithm (Joseph 1983) and Jacob’s 

algorithm (Jacobs et al. 1998), the latter being an extension of Siddon’s algorithm.  

Joseph’s algorithm, though older, is still used because it is parallelizable (Dittmann et al. 

2017).   
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3.4    Projection Algorithms (Sphere Voxels, standard delta basis projection) 

3.4.1    Common methods for forward and back projections 

Recently, there has been interest in Distance Driven (DD) algorithms and Separable 

Footprint (SF) algorithms, which have gained popularity because they are fast, accurate, 

and provide matched methods for forward and back-projection methods (Fu et al. 2018). 

3.4.1.1    Distance Driven (DD) Approach 

As detailed in De Man and Basu (2002, 2004, and 2006) and Fu et al. (2018), the DD 

algorithm is performed in two steps:  1) projection onto a common axis, and 2) Applying 

an overlap kernel to calculate how much an image voxel overlaps a detector pixel.  To give 

more detail, the edges of the image pixels (or voxels), are projected onto the x-axis (or any 

chosen axis).  The detector pixel edges are projected onto that same axis.  At this point, 

there will be two arrays stored, one with the locations of a row of pixels projected onto the 

reference axis, and one with the locations of the detector elements’ locations projected on 

the reference axis.  The overlap kernel is then applied.  This kernel determines how much 

of the image voxel is being overlapped onto the detector pixel.  A higher number correlates 

with more overlap.  This kernel can become extremely involved.  Liu et al. (2017) show 

that the overlap kernel is parallelizable when DD is branchless, making the DD algorithm 

much faster.  This branchless method is on GitHub and has a CUDA version available.  

3.4.1.2    Separable Footprint (SF) Approach 

The SF approach takes the shadow of a voxel and projects it onto the detector (Long et al. 

2010).  The ‘function’, or shape, of this shadow, is separable in the x and y directions.  

There are a variety of ways to calculate this function, and it is shown to be accurate (Zheng 

et al. 2017).  Because the function is separable, it makes the computation time reasonable.  

It is generally more accurate than DD algorithms and can be roughly comparable in speed.  

Research has been done to make the algorithm work in parallel (Xie et al. 2017). 

3.4.2    Delta Basis Projection Algorithm 

A realization of a delta basis projection algorithm is detailed in section 4.3.1, and the code 

shown in Appendix A.2.  This algorithm has similarities to the DD algorithm with some 
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key differences.  Because it makes certain assumptions about the voxels, its accuracy will 

not be ideal.  One major setback with this algorithm is that it requires atomic functions, 

which are functions where the GPU will write serially to a location.  The atomic functions 

help to avoid a race condition but have potential to slow a GPU kernel down.  Another 

issue with atomic functions is that Metal 2.0 GPU language does not support floating-point 

atomic functions.  

3.4.3    Sphere Voxels Projection Algorithm 

To avoid doing atomic functions, which slow down GPU algorithms, an alternative 

algorithm is presented in this section.  This new projection algorithm avoids race 

conditions, which exist when at least two threads try to write to the same location at the 

same time. The device code for this algorithm has a 3D loop that iterates through all voxels.  

Each thread iterates through the entire voxel space.  Code for the algorithm is given in 

Appendix A.3.  The accuracy of this algorithm will be analyzed in section 3.6. 

A simulated ray is produced between the detector’s pixel position and the source’s position 

(both assumed to be points).  If the ray connected to the detector pixel gets close enough 

to a particular voxel, that voxel will contribute to the detector pixel’s value in the 

projection.   A question for implementing this algorithm is how to account for a ray’s value 

when it gets close to a voxel.  If it is within the sphere’s radius, should the entire value of 

the sphere be added to the projection result, or should a value proportional to the length of 

the ray within the sphere voxel be added.  This is also explored in section 3.6.   
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Figure 3.2:  Above is an illustration of the sphere voxel projection algorithm.  A ray is drawn from the source to a 
detector pixel.  If the ray comes within a voxel’s radius, that voxel’s value will contribute to the detector pixel’s 
projection value.  A decision kernel can be added to determine if the amount that a voxel contributes to a detector is 
dependent on the how close a ray gets to the center of a voxel.  The ray’s distance to the center of a voxel is related to 
the length of a ray that is within a voxel.   

3.5    Back-projection Algorithms 

A sample back-projection algorithm that is delta based is shown in Appendix A.1.  This 

back-projection algorithm is the same algorithm that is used for the delta-based projection 

algorithm in section 3.4.2.  The difference is that the back-projection algorithm does not 

require an atomic function and therefore has slightly better performance.   

3.6    Testing of Projection Operators 

Testing this projection was done with two questions in mind,  

1) What is the optimum size of the sphere voxels? 
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and  

2) Should the projection algorithm weight the voxels’ values that contribute to the 

projection by the length of the rays that are within each sphere voxel, or not?  In 

other words, does the projection algorithm work better with: 

 

𝐷𝑒𝑡𝑒𝑐𝑡𝑜𝑟(𝜃𝑝𝑖𝑥𝑒𝑙)+= 𝑉𝑜𝑥𝑒𝑙𝑠(𝜃𝑣𝑜𝑥𝑒𝑙) ∗ 𝑙𝑒𝑛𝑔𝑡ℎ𝑂𝑓𝑅𝑎𝑦𝑊𝑖𝑡ℎ𝑖𝑛𝑆𝑝ℎ𝑒𝑟𝑒 (3.2)  

or 

𝐷𝑒𝑡𝑒𝑐𝑡𝑜𝑟(𝜃𝑝𝑖𝑥𝑒𝑙)+= 𝑉𝑜𝑥𝑒𝑙𝑠(𝜃𝑣𝑜𝑥𝑒𝑙) (3.3) 

Objects that could be computed analytically were needed to analyze the projection’s 

accuracy.  To this end, a projection was done with two 3D objects:  

1)  A reference sphere object that has values of one within the sphere and zero outside. 

2)  A reference object that fills the voxel space with all ones.   

To determine the optimum size of a sphere voxel, there were 10 different radii tested along 

with the distance driven algorithm.  For this test, the full field of view of the simulated 

source was 19.29°.   

It is worth noting that for a given radius of a sphere voxel, a bigger sphere voxel size can 

blur out high frequencies.  For a small sphere size, some rays will miss the voxels 

altogether.   
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Table 3.1:  Gives a name, description, and formula for different simulated sizes of sphere voxels. 

Sphere Radius 

Tested 

Description of Sphere Radius Radius Formula 

Ideal Shadow 

Overlap 

Varies by distance from Source.  

Each voxel in the voxel space 

will have a shadow on the 

detector. 

𝑅 

=  
𝑃𝑖𝑥𝑒𝑙 𝑊𝑖𝑑𝑡ℎ

2
 

∗
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑜 𝑣𝑜𝑥𝑒𝑙)

distance(source to Detector)
 

2X Ideal Shadow 

Overlap 

Twice the ‘Ideal Shadow 

Overlap’ value. 

𝑅 

=  𝑃𝑖𝑥𝑒𝑙 𝑊𝑖𝑑𝑡ℎ 

∗
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑜 𝑣𝑜𝑥𝑒𝑙)

distance(source to Detector)
 

Center Voxel 

Shadow Overlap 

The center of the voxel space 

has a shadow that is calculated 

and used as the radius. 

𝑅 

=  𝑃𝑖𝑥𝑒𝑙 𝑊𝑖𝑑𝑡ℎ 

∗
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑜 𝑐𝑒𝑛𝑡𝑒𝑟 𝑣𝑜𝑥𝑒𝑙)

distance(source to Detector)
 

2x Center Voxel 

Shadow Overlap 

Twice the ‘Center Voxel 

Shadow Overlap’ value. 

𝑅 

=
 𝑃𝑖𝑥𝑒𝑙 𝑊𝑖𝑑𝑡ℎ 

2

∗
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑠𝑜𝑢𝑟𝑐𝑒 𝑡𝑜 𝑐𝑒𝑛𝑡𝑒𝑟 𝑣𝑜𝑥𝑒𝑙)

distance(source to Detector)
 

Cube Area The radius chosen creates a 

sphere with equal volume to the 

cubic voxel it is representing. 

𝑅 = (
3 ∗ (𝑐𝑢𝑏𝑖𝑐 𝑣𝑜𝑥𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ)3

4𝜋
)

1/3

 

Sqrt(2)/2*cube 

voxel length:  

The distance from the center of 

an edge of the cubic voxel to 

the center of the voxel. 

𝑅 =
𝑠𝑞𝑟𝑡(2) ∗  𝑐𝑢𝑏𝑖𝑐 𝑣𝑜𝑥𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ

2
 

No Overlap The sphere voxels touch each 

other but do not overlap with 

each other. 

𝑅 =
𝑐𝑢𝑏𝑖𝑐 𝑣𝑜𝑥𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ

2
 

Sqrt(3)/2*cube 

voxel length:  

The distance from one corner of 

the cubic voxel to the center of 

the voxel. 

𝑅 =
𝑠𝑞𝑟𝑡(3) ∗  𝑐𝑢𝑏𝑖𝑐 𝑣𝑜𝑥𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ

2
 

Cube Voxel Length 

Overlap:  

The length of a cubic voxel. 𝑅 = 𝑐𝑢𝑏𝑖𝑐 𝑣𝑜𝑥𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 

2x Cube Voxel 

Length Overlap:  

Twice the length of a cubic 

voxel. 

𝑅 = 2 ∗ 𝑐𝑢𝑏𝑖𝑐 𝑣𝑜𝑥𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 

 



44 
 

3.6.1    Images and Commentary of Overall Projections 

Below are images of the error of a projected reference voxel space of all ones, and a 

projected reference sphere.  The images below are for the first projection, which 

corresponds to 0°. The images are not shaded relative to each other and are only meant to 

give a general, qualitative idea of what is happening with each voxel radius.  The error was 

calculated by the following: 

𝑒𝑟𝑟𝑜𝑟[𝑖] = 𝑠𝑞𝑟𝑡 ((
𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛𝐷𝑎𝑡𝑎[𝑖]

𝑚𝑒𝑎𝑛(𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛𝐷𝑎𝑡𝑎)
−

𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒[𝑖]

𝑏𝑒𝑠𝑡𝐹𝑖𝑡𝑉𝑎𝑙𝑢𝑒
)

2

) (3.4) 

For each of these images, brighter values correspond to higher errors, and darker pixels 

correspond to lower errors.  

 

Figure 3.3:  Projections of a voxel space made up of all ones onto a 512 x 512 grid.  These images were taken at a 0° 
projection angle. In each image, there is a different radius for the sphere voxels being used.  This implementation of 
the algorithm was written so that if a source-to-detector ray propagated within the sphere voxel radius, the whole 
weight of the ray was be counted.  It can be seen qualitatively that when there is potential for double counting a voxel, 
such as the center pixels, there will be errors.
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Figure 3.4:  Projections of a voxel space made up of all ones onto a 512 x 512 grid.  These images were taken at a 0° 
projection angle. In each image, there is a different radius for the sphere voxels being used.  If a ray entered within a 
voxel’s radius, the whole weight of the voxel was projected to the detector pixel that was pointed to by the ray.  The 
result is similar to figure 3.3 in that there are errors when there is potential for double counting voxels. 

 

Figure 3.5:  Projections taken from the distance driven algorithm at different angles onto a 512 x 512 grid.  Although 
strictly qualitative, it is obvious that at 45 degrees, the projection has bigger errors. 
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Figure 3.6:  Projections of a voxel space made up of a reference sphere onto a 512 x 512 grid.  These images were 
taken at a 0° projection angle. In each image, there is a different radius for the sphere voxels being used.  Line weights 
are not used in these projections. 

 

 

Figure 3.7:  Projections of a voxel space made up of a reference sphere onto a 512 x 512 grid.  These images were 
taken at a 0° projection angle. In each image, there is a different radius for the sphere voxels being used.  Line weights 
are used in this projection.  
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Figure 3.8:  The distance driven algorithm used for projecting a reference sphere onto a 512 x 512 grid.  The edges are 
especially poor in accuracy. 

3.6.2    Discussion of Projection Error Images 

From the previous figures, some conclusions can be drawn about the sphere voxels 

projection algorithm: 

1) The areas with the most error are those where the rays have the biggest chance 

of being double counted.   

2) When line weights are added, there is higher potential for fringe patterns to 

occur if the voxel radius size is too small. 

3) The error seems to be somewhat constant with respect to distance from the 

center pixel 

The figures also show that the distance driven algorithm gets worse with distance from the 

center voxel.    

3.6.3    Preliminary Decisions with Sphere Voxel Radius’ 

After running preliminary tests for accuracy, it was clear that the sphere voxel sizes that 

perform best are the no overlap, equivalent cube area, 
√2

2
 , 

√3

2
, and the voxel length radius’.  
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Sphere voxel radius’ that are bigger produced lower error, to a point, but the cost in 

resolution was not worth pursuing.  When a sphere voxel radius became too small, other 

errors would show up that made it undesirable to explore further.  The best voxel radius 

sizes provided a range where a trade-off occurs with lower error and good resolution. 

3.6.4    Overall Comparison to Distance Driven Projector 

When comparing accuracy of the sphere voxels and the distance driven algorithm, they 

behave differently.  The accuracy of the distance driven projection tends to get off when 

the shadow of the voxels onto the detector is not a perfect rectangle.  Accuracy of both 

projection algorithms seems to be similar, but the best sphere radius’ performances are 

much better than distance driven as shown in Figure 3.9 and Figure 3.10.   

 

Figure 3.9:  This plot shows the relative average projection error on the y-axis.  On the x-axis are different projection 
angles that were tested.  There were 180 projection angles in all, going from 0-180 degrees.  The voxel space that was 
projected was a 512x512x512 grid of all ones.  The detector was a 512x512 pixel detector. The full field of view was 
19.29°.  The distance driven algorithm struggled when the angles were higher than about 20 degrees relative to 
normal.  The sphere voxel algorithm showed decent consistency throughout the projection angles.  The jumps in error 
for the sphere voxels are when there are the highest chances for double counting a voxel’s value in a projection.  The 
best sphere voxel radii far exceed the performance of the distance driven algorithm, except in cases of almost 0-
degree projection angles.  The sphere voxel algorithm was implemented with weighting the amount of a ray that is 
within a voxel. 
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Figure 3.10:  The plot above shows the relative average projection error on the y-axis.  The x-axis is the distance that a 
pixel is from the center of the detector.  The voxel space that was projected was a 512x512x512 grid of all ones.  The 
detector was a 512x512 pixel detector. The full field of view was 19.29°.  The distance driven approach gives little error 
for the pixels near the center of the detector, but as the pixels get further from the detector, the error increases.  The 
sphere voxel projections tend to have poor performance near the center pixel, due to double counting voxels.  As the 
distance from the center increases, the error becomes much smaller.  The sphere voxel algorithm was implemented 
with weighting the amount of a ray that is within a voxel. 

With accuracy favoring the sphere voxel approach, the speed of the algorithm is also 

informative.  Currently the distance driven method is much faster than the sphere voxel 

method by about 10x.  While assumptions can be made to speed up the sphere voxel 

algorithm, the overall speed will still likely favor the distance driven method.  Depending 

on the application, the accuracy of the distance driven method could be acceptable given 

the right conditions, tasks, and computer hardware being used. 

More can be done to explore faster methods for the sphere voxel algorithm.  Currently, it 

is launched on a GPU, with each thread corresponding to a detector pixel.  In each kernel, 

the voxel space is iterated through, using a nested while-loops.  Much has been done to 

exclude unneeded voxels from being iterated through, but it is still a great time constraint 

to iterate through so many voxels.  GPUs are not currently optimized to use loops within 
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the kernel, and therefore the performance hit is largely due to the presence of the nested 

while-loops. 

The delta basis projection algorithm described in Section 3.4.2 uses a GPU differently.  

Each thread corresponds to a voxel in the voxel space.  It then determines which detector 

pixel the voxel will come closest to, given the source-to-voxel ray direction.  When a full 

set of voxels is done computing, the next detector position is assumed, and the algorithm 

is run again.  This algorithm has much better speed and if the sphere voxel algorithm 

incorporated this strategy, it may not be quite as fast due to the extra calculations required, 

but it could still be much faster than the current while-loop method.   
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CHAPTER 4 

 

TOMOGRAPHY FROM SPACE:  TECHNIQUES AND LIMITATIONS 

 

 

4.1    Introduction to Tomography from Space 

Imaging objects on the Earth from a satellite above the Earth poses some challenges.  

Design of the instrument is only part of the difficulty.  The atmosphere limits and blocks 

certain wavelengths.  Clouds can block objects on the ground or reflect onto objects of 

interest above them.  If an object is above the ground, the ground will have a certain 

reflectance depending on if it is soil, water, ice, snow, vegetation, etc.  If the object of 

interest is on the ground and an imaging satellite has an altitude higher than ~85 km, the 

OH-airglow layer emits in certain wavelengths that need to be accounted for.  These 

complications make it difficult to get effective quantitative results for regions or objects of 

interest.   

If an imaging satellite is moving across the region of interest, a tomographic reconstruction 

can be possible that can separate out the unwanted signal layers and provide more accurate 

information about a desired object.   

MLEM has been discussed in Chapter 2 and Chapter 3 and has been shown to be effective 

in low dose (Chávez-Rivera et al. 2015) and limited projection angle reconstructions 

(Elbakri and Fessler 2002, Dempster et al. 1977). These two limitations are common in 

space imaging, and therefore MLEM is a good candidate for tomographic reconstructions 

in images from a space platform. 

4.2    Limited-Angle Tomography from Space 

In tomographic reconstruction applications, complete reconstruction data from many 

angles is desired.  Tuy’s condition (Tuy 1983) plays an important role in design 

considerations.  However, in space, many satellites look nadir and do not focus on a region 

of interest, which severely limits the altitude-axis resolution of tomographic 
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reconstructions.  For nadir imaging, there are trade-offs between reconstruction speed, field 

of view, altitude-axis resolution (z-axis), and XY-axis resolution.  Some satellites will have 

large fields of view, such as the Atmospheric Waves Experiment (AWE), which has a 

roughly 90° FFOV.  When the field of view is large, the XY-axis resolution will decrease 

due to each detector pixel capturing a larger area.  To increase its resolution, a detector 

with more pixels could be used, but that would make the reconstructions go proportionally 

slower.   

With altitude-axis resolution decreased, there are certain processing and reconstruction 

strategies that can be used to help with the limited-angle scenarios.  None of these strategies 

will be ideal for every situation.  Knowing when to use these strategies can serve as a 

toolbox for different situations that are encountered when imaging in a limited projection-

angle environment. 

4.2.1    Increase the Number of Iterations 

As outlined in Alenius, Ruotsalainen, and Astola (1998), when there are many projections 

and higher frequencies to reconstruct, more iterations will be required.  They also explain 

how using only a few iterations of the MLEM algorithm is basically using a low-pass filter 

for the reconstruction.  The space applications of tomography will get better image quality 

with more iterations, but the computational cost may be prohibitive.    

4.2.2    Adding More Detector Pixels 

One way to increase the resolution of a reconstruction is to increase the resolution of the 

detector.  If a design does not allow for changing detectors to get better reconstruction 

resolution, sometimes interpolation can be performed to get an approximation for smaller 

pixels.  Many times, an imager will not be able to circle a region of interest but will just be 

flying by in a straight line.  In this case, the projection operation can give intense artifacts 

as part of the reconstruction, which greatly diminishes image quality if there are too many 

pixels.  While adding more pixels will not dramatically increase the altitude-axis 

resolution, it does allow for a finer reconstruction which can give an observer more 

information.    
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4.2.3    Initializing Voxel Space in Altitude-Axis 

When prior knowledge can be obtained about the voxel space, it can improve the 

reconstruction.  Hart II (2012) shows its usefulness in limited-angle tomography and how 

initializing voxels at a chosen altitude range can help place signals at that altitude.  By 

knowing the altitude of the signals, the signals can be better placed and more accurate in 

the reconstructions. 

It is worth noting that initializing voxels will not necessarily improve altitude-axis 

resolution.  It just controls the resolution problem by placing the signals at a correct altitude 

or XY location.  Initializing voxels will not help to resolve two close objects separated by 

a small altitude. 

4.2.4    Total Variation (TV) Regularization 

Using TV regularization is common in medical CT, which is explained in section 2.2.6.  It 

is also reportedly an effective method for getting better reconstructions in noisy and 

limited-angle applications (Islam 2013, Yan et al. 2014).  There is a large body of research 

that covers the strengths of TV regularization.  Some research has looked at 0<L<1 norms 

for TV regularization to get better reconstruction quality (Zhang et al. 2018).   

Much of the research has not dealt with severely limiting projection angles.  For an 

instrument like AWE, which has a 90° full field of view, projection angles are very 

restricting, even for TV regularization.   

4.2.5    Adding More Projections 

While adding more projections - or in this case images - and angles is the best way to 

improve resolution, it is not always possible in space applications because there are only 

so many quality images that can be obtained as a satellite flies by a region of interest.  

Generally, a satellite does not fly around the region of interest, but over it, which limits the 

usefulness of excessive images.  Obtaining images of a moving target will pose yet another 

limitation on obtaining more useful data.  If an object is moving quickly enough, it can 

potentially blur the reconstruction.  Another limitation for adding more images is longer 

reconstruction times.  The number of images play a large role in reconstruction times, 

especially if it is desirable to reconstruct a collection of images in a reasonable timeframe. 
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4.2.6    Different Iterative Techniques 

While MLEM has been shown to be effective for limited angle, low SNR situations, other 

algorithms are also effective and have been attempted (Hart 2012).  PCART and the 

Landweber reconstruction techniques were used for comparisons.  There are many other 

techniques that were not explored for this section. 

These two algorithms did not obtain better results with limited iterations, but they are 

important to consider for certain applications because they are additive algorithms and not 

multiplicative.  This means that negative numbers are allowed, and that initialization of 

voxels and regularization techniques can be performed with different strategies.  With 

MLEM, when a voxel is set to zero, it stays at zero because MLEM is multiplicative.  That 

is not the case for PCART and Landweber.    

The formula used for PCART (Hart 2012) is: 

𝑓𝑚,𝑛 =  𝑓𝑚−1,𝑛 +  𝜆
(𝑝𝑚 − 𝑝𝑚

𝑖 )𝑤𝑚,𝑛

𝑁𝑚
 (4.1) 

Where 𝑓 is the reconstructed volume, 𝑝𝑚 is the measured data, 𝑝𝑚
𝑖  is the projected data of 

the ith iteration, 𝑁𝑚 is a sensitivity matrix, and 𝑤𝑚,𝑛 is the system matrix.  This is almost 

identical to MLEM except for substituting an addition and a subtraction for a multiplication 

and a division.   

The formula used for the Landweber algorithm is: 

𝑓
̂𝑘+1 = (1 −  𝜂)𝑓𝑘 + 𝐻†(�⃗� − 𝐻𝑓𝑘) (4.2) 

Where 𝑓 is the reconstructed volume, 𝐻† is a back-projection operator, �⃗� is the measured 

data, 𝐻𝑓𝑘 is a projection of the 𝑘𝑡ℎ guess of the volume, and 𝜂 is a small number that can 

be tuned to give the best results.  If 𝜂 is tuned correctly, this is almost identical to PCART, 

except that the right side of the operation is not divided by the sensitivity matrix. 

If a reconstruction application does not have intense time constraints, these additive 

algorithms can give superior reconstructions, but it can take many more iterations to 

converge to an adequate solution (Luo et al. 2018).   
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4.2.7    Point Spread Function 

Finding a point spread function (PSF), or an average point spread function, for a 

reconstruction would appear to be effective for giving better resolution.  Unfortunately, not 

all situations will give a stable result.  If the application allows, though, it can be an 

effective way to get some resolution back (Feng et al. 2018).   

A PSF is meant for linear, spatially invariant systems.  A reconstruction, especially in 

limited-angle circumstances, will generally not be spatially invariant.  Each voxel will have 

its own unique point response function.  This makes using a PSF computationally intense.  

If the whole reconstruction is not being used and there is a much smaller region of interest, 

a local PSF could be calculated and applied for that region.  A PSF needs to be applied 

carefully because it can negatively affect resolution in all axes if it is applied carelessly.   

4.2.8    Focusing on a Region of Interest 

If the situation allows, having a satellite tilt to focus on a region of interest as it is moving 

past is an effective way to get better altitude-axis resolution.  This is intuitive because the 

detector pixels in the center of the image for optical instruments will generally be higher 

quality data than those on the edges.  Focusing on a region of interest is also effective 

because it is more projections with the region of interest in the field of view, with 

potentially more projection angles.  This is an intuitive improvement to resolution for 

imagers with a limited field of view.  With a large field of view, the benefit of focusing on 

a region is diminished because there is less information that is stored for that region.  It can 

still have benefits, though, as is shown in Table 4.1. 
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Table 4.1:  Summary of Methods to Improve Altitude-Axis Resolution 

Summary of Methods to Improve Altitude-Axis Resolution 

Method Optimal Conditions for Use  Reconstruction 

Time Cost 

Increase Iterations When computation times allow Moderate to Severe 

Increase Detector Pixels When computation times allow Minimal to 

Moderate 

Initializing Voxel Space in 

Altitude-Axis 

Known signal locations, XY-

axis visibility is less important. 

No effect 

TV Regularization Sparsity constraint Minimal 

Adding More Projections Stationary, or slow-moving, 

object 

Moderate to Severe 

Different Iterative Techniques 

(Besides MLEM) 

No positivity constraint Moderate to Severe 

Point Spread Function Stable PSF, or local region of 

interest 

Moderate:  varies 

by method 

Focusing on a Region of 

Interest 

When circumstances allow, 

narrow FOV 

No effect 

 

4.3    Implementation of Tomographic Reconstructions from Space  

4.3.1    Projection Algorithm 

Implementing the MLEM algorithm is highly dependent on the projection and back-

projection algorithms.  Each iteration requires one projection and at least one back-

projection.  They must have reasonable accuracy for reliable solutions and be quick enough 

for practicality.  An algorithm was developed, similar to the distance driven algorithm 

discussed in Basu and De Man (2006).   

For a back-projection, the image scene pixels and each voxel were taken to be points in 

space.  The imager point has rays connecting it to each voxel point and extending to the 

detector plane.  The detector plane is projected to the voxel being evaluated for the back-
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projection.  A decision kernel is then applied which splits the weight of the four closest 

detector pixels and adds those values to the voxel being evaluated. 

For projections, this same algorithm was used, but the decision kernel had each of the four 

detector pixels being added to instead of the voxel.  This required an atomic addition to be 

used in the GPU.  While atomic operations tend to slow down GPU kernels, the projection 

time is still quick.  Pseudo-code is given in Figure 4.1. 

 

Figure 4.1:  Pseudo code for the projection algorithm discussed above.  The back-projection algorithm that can be 
made from this algorithm makes changes after line 25 so that the code will write to volumeBuffer instead of 
detectorBuffer.   

To check for accuracy, a projection was performed on a volume of all ones and compared 

to an analytical solution.  A normal projection algorithm analysis would determine the 

projection accuracy for many projection angles.  The distance driven algorithm, which is 

most similar to this algorithm, has worse accuracy as the voxels can no longer be assumed 

as rectangular.  This condition is obvious when a projection angle is at a 45° angle in 

relation to the voxel space.  In the case of applications from space, especially nadir imagers, 

that problem will generally not exist except potentially at the edge of the field of view.  As 
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it is currently being used for a wide FOV application, a test for the error as the angle 

increases was also performed.  The accuracy results are shown in Figure 4.2. 

 

Figure 4.2:  The conditions for these images was for a 72-degree full field of view.   Left Image:  Shows the error of 

each pixel of the projection operation.  The middle pixels of each axis give the most error.  Right Image:  The average 

error of the projection image given a pixel’s distance from the center pixel.  As the distance from the center increases, 

the average error decreases.   

4.3.2    MLEM Parameters and Speed 

An MLEM reconstruction with no regularization factors was run with the following 

conditions: 

Table 4.2:  Reconstruction Parameters 

Condition Value 

Detector Pixels 256x256 

Voxel Space  256x256x64 

Iterations 8 

Number of Projection Images 80 

GPU  NVIDIA Quadro P3200 

CPU  Intel Core i5-7200U CPU @2.5 GHz 

FFOV 72° 
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Given the conditions in Table 2, the final reconstruction speed for this MLEM algorithm 

was 14 seconds.  This includes the back-projection taking ~.75 seconds and the projection 

taking slightly less than one second.  At this speed, real-time 3D reconstruction of groups 

of image data is possible.   

AWE, which is explained in detail in chapter 1, has a one second integration time.  With a 

roughly 600 km x 600 km FFOV on the OH-airglow layer (~820 km x 820 km on the 

ground), and an ISS velocity of 7.66 km/sec, at least 78 images will be taken before the 

imager has passed by a region. A one second integration time with the current MLEM 

algorithm implementation means that every 14 images, a new 3D reconstruction can be 

performed, which will overlap significantly with previous 3D reconstructions.  It would 

likely not be desirable to overlap reconstructions so often, which means that for the 

purposes of AWE, real-time 3D reconstructions can be performed. 

4.4    Results and Discussion 

4.4.1    Initial Images 

Using a simplified model of the atmosphere which included the OH-Airglow layer, basic 

reflections from clouds, and basic reflections from ground and water, a 3D reconstruction 

was realized.  In this case, it is the OH-airglow layer that is of most interest and getting 

good altitude-axis resolution in that 20 km region.  The other regions are still important 

enough to include, especially the reflection layer, but they are not stressed as much. Figure 

4.3 shows images of the simulated OH-Airglow layer.  Figure 4.4 shows an image taken 

of the airglow layer with a gravity wave present (Eckermann et al. 2016). 
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Figure 4.3:  Left:  A top-down image of the simulated model, which is mainly the OH-airglow layer.  In the top left 
corner is a simulated atmospheric gravity wave.  There are other background structures throughout the image.  Right:  
A cross-section of the model.  At the bottom of the image is the reflection layer, which represents reflections from the 
ground and clouds.  The band of green, near the top of the image, is the OH-airglow layer. 

 

Figure 4.4:  Image of the OH-airglow layer taken by Eckermann et al. 2016.  Eckermann, Stephen D., et al. "Dynamics 

of orographic gravity waves observed in the mesosphere over the Auckland Islands during the Deep Propagating 

Gravity Wave Experiment (DEEPWAVE)." Journal of the Atmospheric Sciences 73.10 (2016): 3855-3876. © American 

Meteorological Society. Used with permission.   



61 
 

 

Figure 4.5:  A slice of the reconstruction, which corresponds to an 87 km altitude.  There are artifacts from the P/BP 
operations, due to the direction of propagation being only in the y-direction.  The right part of the image has a green 
mass that is a bright reflection from 10 km that is not completely filtered out.  The left of the image has a barely 
noticeable wave pattern that are the faint atmospheric gravity waves. 

4.4.2    Altitude-Axis Resolution 

The limited-angle constraints of performing tomographic reconstructions from space were 

discussed in section 4.2 and were seen in these reconstructions.  While there was no single 

method that significantly helped resolution, some methods stood out as effective.  The 

model that was reconstructed was also given the addition of two bright 3D boxes right on 

top of each other, but vertically spaced by about 20 km.  This was done because the OH-

airglow layer was difficult to see in the reconstructions, which was due to the restrictions 

in projection angles.  Having these two boxes on top of each other highlighted the altitude-

axis resolution constraints that exist. 

The MLEM method with eight iterations was indeed effective and one of the better 

performers.  PCART and Landweber algorithms did not perform as well, but this could be 

due to only eight iterations being performed.  Generally, many more iterations are 

performed for these additive algorithms.  Focusing on the center voxel of the reconstruction 

space, rather than looking nadir, provided some separation in the boxes, but did not provide 

significant improvement of altitude-axis resolution.  TV-regularization did provide some 

benefit, especially in making the top box more visible.  Increasing the number of pixels in 

the detector did minimal benefit for this case.  Changing the FOV changed the resolution 

of the reconstructions significantly.  The 50° FFOV reconstruction barely had any 

separation, while the 90° FFOV provided a slight increase in the resolution.  Combining 
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TV and increased detector pixels did not significantly change the result from just using TV 

regularization.   The best results came from using 50 iterations of the MLEM algorithm.  

By doing more iterations, even the OH-airglow layer with the image values only slightly 

higher, was barely visible, as shown in Figure 4.8 and Figure 4.9. 

Another area to be explored is the implementation of the MLEM algorithm.  The projection 

and back-projection operators in this application are designed for speed, with some error 

permitted.  As GPUs continue to provide greater speed, the trade-offs between accuracy 

and speed begin to go away.  In Figure 4.6 and Figure 4.7, there are clear artifacts from 

reconstruction that can diminish image quality.  Algorithms such as the separable footprint 

(SF) and distance driven (DD) techniques provide matched projection and back-projection 

techniques that could keep the speed high and reduce the overall error. 

 

Figure 4.6:  Slices of the reconstruction, with the image plane parallel to the direction of propagation.  Top Left:  The 
model which is reconstructed in the other five images.  The SWIR model has the addition of two bright rectangular 
boxes.  These boxes are not reconstructed properly in the reconstructions.  Top Middle:  Standard MLEM 
reconstruction.  The two boxes barely have enough separation to be visible and their smear is affecting other altitudes 
of the reconstruction.  There is some edge formation to the two boxes that make them distinguishable.  Top Right:  
The Landweber reconstruction.  The upper rectangle can be seen better than that of MLEM, but it is still muddled.  
Bottom Left:  Similar to the standard MLEM reconstruction, but the edge distinctions are not as amplified.  Bottom 
Middle:  This is the MLEM algorithm, with the same field of view, but no longer nadir and focusing on the center voxel 
of the reconstruction space.  There are fewer reconstruction artifacts, but the two boxes are still smearing each other.  
Bottom Right:  MLEM with TV regularization.  The top and bottom boxes have their edges more pronounced, which is 
the effect of the TV regularization.    



63 
 

  

Figure 4.7:  Using the same model as figure 4.6, different conditions were attempted with the detector pixels.  Top 
Left:  MLEM and 512x512 pixel detector.  At the middle right of this image, there are clear artifacts that will affect the 
overall quality of the image.  If there is an effect on the altitude-axis resolution, it is lost in the artifacts present.  Top 
Middle:  MLEM with initialized voxels set to amplify the OH-airglow layer and reflection layer.  This does not have the 
bottom box in the initialized portion, so it is not visible in the reconstruction.  The top box is barely visible in the 80km 
layer, but still smears into the layers below.  Top Right:  MLEM and 512x256 Pixel detector.  There are 512 pixels in the 
direction of propagation.  The artifacts from the 512x512 pixel images are gone.  There is decent resolution, 
comparable to 256x256 pixel MLEM.  Bottom Left:  MLEM with 90-degree FFOV:  The resolution is better, but there are 
streak artifacts due to the wide FOV.  Bottom Middle:  50-degree FFOV.  There are many artifacts in this image, with a 
poor resolution.  It is interesting to note, though, that the two boxes are still distinguishable.  Bottom Right:  MLEM 
with 512x256 detector and TV regularization.  This image shows the boxes brighter in the center, something not seen 
in the other MLEM images. 
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Figure 4.8:  Eight iterations of MLEM were performed on the same model that was used in Figure 4.6.  Top Left:  
Looking at a plane that is parallel to the y-direction, and slightly off-center.  The rectangles look blended.  Top Right:  
Looking at a plane that is parallel to the x-direction.  The two rectangles are separated, though the top one is faint.  
Bottom Left:  The same as the top left image, except that the image is perfectly centered in the voxel space.  Bottom 
Right:  Same as the top right, except that the image is perfectly centered in the voxel space.  In this image, the smears 
from both the top and bottom rectangles combine and form what looks like another rectangle near the ~64 km 
altitude.     
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Figure 4.9:  Fifty iterations of MLEM were performed on the same mode that was used in Figure 4.6.  Top Left:  Looking 
at a plane that is parallel to the y-direction, and slightly off-center.  The rectangles have some separation.  Top Right:  
Looking at a plane that is parallel to the x-direction.  The two rectangles are separated, though the top one is still 
faint.  Bottom Left:  The same as the top left image, except that the image is perfectly centered in the voxel space.  
Bottom Right:  Same as the top right, except that the image is perfectly centered in the voxel space.  In this image, the 
smears from both the top and bottom rectangles combine and form what looks like another rectangle near the ~64 km 
altitude.  There are also extra smear artifacts at ~100 km and ~30 km.      

With a 72° FFOV and voxels that are roughly cubic, the best z-axis resolution that would 

occur for a back-projection ray would be slightly more than one pixel, but as most rays will 

not be at the outer angles, the expected z-axis resolution of a reconstruction would be far 

worse.  If an object is bright, the reconstruction will also smear the object into altitudes 

above and beneath it, which degrades those altitudes’ image quality.  While this may not 

seem to be great altitude-axis resolution, it is still enough to effectively separate a reflection 
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in a cloud from an emission in the OH-airglow layer, which have around 30 to 40 pixels of 

separation in the current model used above.   

Each of the methods in section 4.2, apart from a PSF, was attempted to help increase image 

quality, but there was no ideal solution to improve altitude-axis image quality.  The 

techniques to be used will be dependent on the object or region of interest and its qualities, 

the imager being used, and the imaging path being taken.   

4.5    Conclusion 

Limited-angle tomography from space presents a unique set of challenges and 

opportunities.  While each situation is unique, a common goal for tomography from space 

is finding ways to deal with poor altitude-axis resolution.  Despite this setback, 

implementing real-time MLEM reconstructions is possible and helpful for many situations.  

As GPUs continue to progress, the applications for using tomography from space will 

continue to grow and more computing resources can be dedicated to overcoming resolution 

issues. 
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CHAPTER 5 

 

3D TOMOGRAPHIC RECONSTRUCTIONS OF SWIR OH-AIRGLOW 

MODEL 

 

5.1    Introduction  

In Chapter 4, the implementation of 3D tomographic reconstructions from space was 

detailed.  Testing the image quality of the reconstructions is important to determine if 

efforts of perfecting tomography from space are worth investigating.  A model was 

developed to test the tomographic reconstruction algorithm.  A figure of merit was then 

developed and used to determine the effectiveness of the reconstructions.       

5.2    Models 

5.2.1    Objects and Imaging 

A model of the OH-airglow layer is detailed in this section.  This is not a comprehensive 

model of the OH-airglow layer, but a simplified model based on images taken from 

previous studies from the 1520 nm – 1550nm range.   

5.2.2    SWIR Model 

The 1550nm OH-Airglow model is based on the altitude and width of the airglow layer, 

average temperatures of the airglow layer, and the reflections from clouds and ground.  It 

has been simplified to emphasize separating cloud reflections and the OH-Airglow layer. 

5.2.2.1    Temperature Model 

Using data from SABER reported by Marsh et al. (2006), the temperature in the OH 

airglow layer ranges between 150 – 240°K.  The average temperature is roughly 195K.  

The temperature is related to the emissions of the OH airglow layer by the equation below 

(Pautet et al. 2014). 
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𝑇𝑟 =
259.58

ln (2.644 ∗
𝑃1(2)
𝑃1(4)

)
 (5.1)

 

Where 𝑃1(2) and 𝑃1(4) are the brightness of those bands.  This makes temperature a good 

beginning for the backgrounds in a model.  If emissions were used, there would be 

nonlinearities in the reconstructions:  the radiance of an individual band does not 

necessarily increase linearly with temperature.  This method is used in AWE to create 

temperature maps of the OH-airglow layer, which can then be reconstructed using 

tomography.     

 

Figure 5.1:  This image shows the temperature, in Kelvin, of the OH airglow layer given the radiance quotient of the 
P1(2) band and P1(4) band.  This model is for temperatures between roughly 150–240 K.  Using this model, a 
temperature map can be created from raw images.   

The data from SABER also shows that the OH airglow layer is generally only about 10 km 

wide, but that this width can shift to altitudes between 80-100 km (Marsh et al. 2006, 

Makhlouf, Picard, and Winick 1995).  This means that for a model, a conservative estimate 

could be made where a gaussian distribution of emissions is centered at ~90km and goes 

to 10 km in both directions.  This simplifies the emissions, but still gives the main, brightest 

emissions to be between 87 – 93 km, which is accurate with previous data reported in 
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Marsh et al. (2006).  By broadening the OH-Airglow layer in this model, it will also help 

to evaluate the altitude-axis resolution more clearly. 

5.2.2.2    Gravity Wave Model 

Gravity waves in the OH-airglow layer are generally lower amplitude, but some can have 

amplitudes of ±20°C or greater.  Gravity waves in practice will not be perfect sine waves, 

but many will be close enough that they can be modeled as sine waves, as shown below in 

Figure 5.2.  Eckerman et al. (2016) also shows a variety of images of gravity waves that 

appear to be close to sine waves.  

 

Figure 5.2:  Image Credit: NASA/GSFC/MODIS Land Rapid Response Team and Jeff Schmaltz.  Image taken from 
https://www.nasa.gov/multimedia/imagegallery/image_feature_484.html.  The image shows gravity waves in the 
atmosphere.  They are not quite sinusoidal, but they are close enough that for a simple model, a sinusoid could work 
well.  This image is in the public domain. 
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One characteristic of gravity waves is that other minor gravity waves will come and deposit 

energy at the OH airglow layer.  It is assumed that there is a significant number of these 

minor gravity waves on any given image, and therefore the central limit theorem applies.  

In other words, this collection of minor gravity waves will look like gaussian distributions 

on the OH airglow layer.  A proper background, then, would be to use a lumpy object 

model used by Rolland (1990).  The formula for this lumpy object model, given in Rolland 

and Barrett (1992) is as follows:  

𝑏(𝑟) = ∑
𝑏0

𝜋𝑟𝑏
2

𝐾

𝑗=1

𝑒
−

|𝑟−𝑟𝑗|
2

𝑟𝑏
2

 (5.2) 

Rolland and Barrett (1992) have performed research in creating and assessing observers 

looking for signals within the lumpy object background.   

5.2.2.3    Reflection Model 

A reflection model for cloud and ground surfaces is difficult to consider fully.  Clouds can 

range from 0 – 18 km.  The reflectivity of clouds can be difficult to simulate as well, as 

low clouds will have significantly less reflectivity than high clouds.  As shown in MODIS 

images, the Earth is going to be cloudy for the majority of the time (King et al. 2013).   

The Earth’s surface will have a variety of reflectances because soil, vegetation, liquid 

water, ice, and snow all have different reflectances (Wang et al. 2017; Park, Lee, and Jung 

2012; Huete 2004).  Even within each of these categories, there will be differences.  For 

example, there are key characteristics of soil that affect reflectances in the SWIR range 

(Jiang 2016). 

Because it is difficult to even give educated guesses of how reflections will look, the 

experience from a previous SWIR imaging satellite, NIRAC, gives insight.   Figure 5.3 is 

an image captured by NIRAC.  It shows that the ground reflections come back sharp. 
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Figure 5.3:  Image from NIRAC, taken from https://aerospace.org/press-release/novel-camera-gives-scientists-night-

vision-iss.   The image is of Wallops Island, Virginia.  Photo Credit:  The Aerospace Corporation 

To put this information into a simple model, the following steps were taken: 

1) High clouds were simulated.  This included adding together many 2D gaussian 

distributions.  If the values on the resultant grid were greater than a threshold, 

those values were kept.   

2) Low clouds were simulated.  The process of simulating low clouds was similar to 

the process of simulating high clouds, except that if there were high clouds 

already on a spot where there was already a low cloud, the high cloud had 

precedence and would be kept.  

3) Soil was simulated.  This was the same as step 2 except that low clouds and high 

clouds had precedence.   

4) Water was simulated.  This was every pixel that was not cloud or soil.  

5) These grids were combined to make a single grid.  This was put into one single 

altitude, 10 km.   
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While this model does not consider intricacies of clouds, soil, vegetation, and the altitude 

differences of these reflectances, it does provide significant insight into how a tomographic 

reconstruction could perform for a task that involves these nuisance reflections.   

5.2.2.4    Combining the Models 

These models were combined by inserting the simulated gravity waves within the 

simulated OH airglow layer.  To finish the reflection layer, the sum of the values of the 

airglow layer at each XY location was taken and multiplied by the reflectance of the 

material directly below it, as shown in Figure 5.4.  This allowed for sharp edges to be seen, 

as given in image from NIRAC, and for different reflecting surfaces to be simulated. 

 

Figure 5.4:  An example of the reflection layer in the simulation.  There are some sharper edges between water (dark 
blue), low clouds (dark blue), and high clouds (yellow).  This reflection pattern will be present in the projection images 
generated.  The higher values mean that reflectivity is higher, not that emissions are higher. 
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Figure 5.5:  An example of the model OH-Airglow layer without any obvious atmospheric gravity waves.  The gravity 
waves are inserted into the model and given an amplitude.  These minor disturbances in the OH-Airglow layer are 
modeled as low frequency fluctuations.  When gravity waves are present, these small disturbances are barely visible, 
but they still affect the image quality. 

5.3    Image Quality 

With a model defined, tomographic reconstructions were performed.  This section details 

what methods were used to determine how effective the 3D reconstructions were.   

5.3.1    Defining a Task for Detecting Gravity Waves 

When performing a 3D reconstruction of the SWIR model, a reasonable task is to determine 

if the detectability of the gravity waves in the OH-airglow layer increases.  Higher 

detectability will show that a 3D reconstruction is effective.  A task that was considered 

was to measure the altitude-axis resolution.  Such a task, though, would be dependent on 

location in the reconstruction and on the object being reconstructed.  Because of the 

uncertainty around this task, it was not pursued with an observer. 

5.3.2    Figures of Merit 

Section 2.4.4.1.2 describes a process for obtaining a figure of merit for a signal-known-

statistically (SKS) case.  It takes the Hotelling Observer: 



74 
 

𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟 =  𝑠𝑡𝐾𝑔
−1�⃑� (5.3) 

And modifies it to: 

𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟 = 𝐹𝑇(𝑠𝑓𝑖𝑙𝑡𝑒𝑟
𝑡 ) |𝐹𝑇(𝐾𝑔

−1�⃑�)| (5.4) 

In the case of detecting gravity waves in the SWIR model, the slice corresponding to an 

altitude of 87 km is taken from the 3D reconstructions, and that will be �⃑�.   The inverse 

covariance matrix, 𝐾𝑔
−1, is calculated using 300 noise-free images and using the method 

described in Barrett and Myers (2004) Ch 14.3.2.  𝑠𝑓𝑖𝑙𝑡𝑒𝑟
𝑡  is a 2D bandpass filter that 

chooses a desired frequency in the image.  In this case, it is a ring around the origin:  one 

where the desired frequency is, and zero where it is not. 

A collection of these test statistics, 𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟 are then used to create an overall figure of merit 

for simulations.  The equation for the overall figure of merit used is given in Section 2.4.2 

but is given below with a change of variables.  In the plots given in Section 5.4, 𝑆𝑁𝑅𝑡 is 

described as the detectability of a signal.   

𝑆𝑁𝑅𝑡 =
〈𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟〉𝑃𝑟𝑒𝑠𝑒𝑛𝑡 − 〈𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟〉𝐴𝑏𝑠𝑒𝑛𝑡

√𝜎𝐴𝑏𝑠𝑒𝑛𝑡
2

2 +
𝜎𝑃𝑟𝑒𝑠𝑒𝑛𝑡

2

2

 (5.5)
 

〈𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟〉𝑃𝑟𝑒𝑠𝑒𝑛𝑡 is test statistic for the signal-present case, and 〈𝑡𝑓𝑜𝑢𝑟𝑖𝑒𝑟〉𝐴𝑏𝑠𝑒𝑛𝑡 is the test 

statistic for the signal-absent case.  𝜎𝑃𝑟𝑒𝑠𝑒𝑛𝑡
2  and 𝜎𝐴𝑏𝑠𝑒𝑛𝑡

2  are the variance of the signal-

present and signal-absent test statistics, respectively. 

5.4    Simulation Results 

Each simulation involved taking 300 noise-free backgrounds, five sets of 50 simulations, 

and modified Hotelling observers to get a test statistic.  Different parameters were 

simulated to find the most effective conditions for detectability.  Most of the simulations 

used a 256x256 detector, a 256x256x64 reconstruction space, 80 projection images, and a 

72° FFOV which corresponds to a 600 km x 600 km area.    
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5.4.1    Amplitude, Method, and Detectability 

A test was performed where the MLEM, PCART, and Landweber algorithms were all 

tested with gravity wave (GW) amplitudes of 2°C, 3°C, 5°C, and 10°C.  The results of the 

test are shown in Figure 5.6. 

 

Figure 5.6:  For 100 km GWs and eight iterations, this plot shows the relationship between the amplitude of GWs and 
the detectability of the GWs.  Three different reconstruction methods were attempted to test which is most effective.  
MLEM is shown to be the best for low amplitude signals.  The error bars are the standard deviation of each data point. 

The simulation shows the effectiveness of MLEM at low signal amplitudes.  While PCART 

and Landweber algorithms perform very well at high amplitudes, they are not as effective 

at low amplitudes in the current conditions.  This is probably due to the multiplicative 

nature of MLEM, which helps it to converge to a solution faster than the additive PCART 

and Landweber algorithms.  While not shown in the graph above, each of these algorithms 

is far more effective than looking at one projection image.  MLEM’s effectiveness in low 

signal scenarios shows the possibility of detecting gravity waves with amplitudes of even 

less than 2°C in tomographic reconstructions.      
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5.4.2    Reconstruction Algorithm Iterations and Detectability  

In space applications, speed may be a priority.  A straightforward way to cut time from the 

reconstruction algorithm is to try to minimize the number of iterations that are run.  The 

optimal number of iterations will vary by object and reconstruction parameters, but it is 

informative to see what it is for a simple case with somewhat lower frequencies.   

A simulation was run to test 2, 8, and 12 iterations for resulting image quality.  The results 

are shown in Figure 5.7. 

 

Figure 5.7:  This figure shows the detectability of GWs given their amplitude and given the number of iterations run.  
The error bars are the standard deviation of each data point. 

Figure 5.7 shows that for a higher amplitude signal, MLEM with two iterations is adequate.  

For lower amplitude signals, there is a need for more iterations.  Figure 5.7 also shows that 

there is not much difference between 8 and 12 iterations in this model.  This is promising 

because it shows that optimal image quality can be obtained quick enough that a full 

reconstruction can be completed before another reconstruction needs to occur for real-time 

data processing.  While there is a slight increase in detectability for 12 iterations instead of 
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8, the results are still well within the standard deviation and the benefit of extra iterations 

with detectability appears to approach a limit.   

While this approach shows that the detectability of GWs is not improved within OH-

airglow layer, it is important to determine the overall imaging tasks at hand when deciding 

about the number of iterations.  Section 5.5 and Section 4.2.1 discuss the relationship 

between iterations and the frequencies that are retained.  If there are higher frequencies that 

are desired in the final reconstruction, going far beyond 12 iterations may be needed.  

5.4.3    Frequency and Detectability 

With there being a range of gravity waves that are present in the OH-airglow layer, it is 

worth investigating if there will be detectability issues with some of these gravity wave 

wavelengths.  Most of the gravity waves that are of concern for AWE are within 30-300 

km.  Other applications for tomographic reconstructions could have applications for much 

higher frequencies, so those were investigated as well. 

 

Figure 5.8:  The detectability of 5°C amplitude GWs with varying wavelengths.  The error bars are the standard 
deviation.   The reconstruction space is 600 x 600 x 128 km, and the image covers a 600 x 600 km swath.  With a 256 x 
256 detector, to satisfy Nyquist sampling the smallest detectable wavelengths will be about 4.7 km.  The error bars are 
the standard deviation of each data point.   
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In Figure 5.8, the higher frequency terms have higher detectability.  This could be the result 

of the background structures having lower frequencies and will be explored further in 

Section 5.5.2.   

The detectability of higher frequencies has a much broader impact than gravity waves.  

Other imagers will have applications that involve smaller phenomenon, which correspond 

to high spatial frequencies, such as objects on the ground, in the sky, or details within 

clouds.  With higher spatial frequencies giving better detectability, the design of future 

imaging systems where tomographic reconstructions are performed can try to focus on that 

sweet spot of detectability.   

5.4.4    SNR and Detectability 

In MLEM, noise in the reconstruction is dependent on noise in the projections, and is 

carried through each iteration (Barrett, Wilson, and Tsui 1994; Wilson, Tsui, and Barrett 

1994).  For this reason, a simulation was run where the noise was set to high values to see 

how it would affect detectability. 

This simulation is especially relevant for the case of AWE, where the lower portion of the 

detector wells will be primarily used.  AWE’s detectors are mainly meant for high signal 

applications, with more noise than most detectors that are used in space, which means that 

for the lower portion of the detector wells, there will be much higher noise than is normal 

for a space application.  The results for the relationship between SNR and detectability are 

found in Figure 5.9. 
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Figure 5.9:  This plot, which reconstructs 100 km GWs, shows the relationship between the SNR of images and their 
reconstruction detectability.  There are not many changes for SNR 10 and above, and above SNR 2 for GWs that have 
an amplitude of at least 3°C.  The error bars are the standard deviation of each data point. 

The results in Figure 5.9 show that for low signal, and low SNR, there can be a performance 

hit in detectability.  This performance decrease does not completely take away the 

detectability though.  It also shows that for an SNR of 10 and above, there is really no 

difference between them at lower signal levels.  This is a beneficial result for AWE, where 

the worst-case scenario for one of the detectors will be an SNR of 10.  Most cases will be 

much higher.  

5.4.5    Projections and Detectability 

Using fewer projections will have effects on altitude-axis resolution, but for AWE, it may 

be necessary.  Some gravity waves will be moving up to 180 m/s.  This may not be fast 

compared to the ISS moving at 7.66 km/s, but it is fast enough that GWs could begin 

moving out of phase.  Simulations were run for 30 and 80 projections to compare image 

quality.  It is expected that performance will decrease, because if the SNR is calculated, 

the signal will be proportional to the number of images that are used.  For the noise, it will 
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be the variances that add, not the standard deviations, which means that using fewer 

projections will result in an SNR loss.  Figure 5.10 shows the results. 

 

Figure 5.10:  This plot shows the relationship between the number of projections that are reconstructed and the 
detectability of 100 km gravity waves.  The x-axis is the amplitude of the GWs being reconstructed and the y-axis is the 
detectability.  The error bars are the standard deviation of each data point. 

Even at high amplitudes, the detectability is diminished.   For nadir space imaging 

applications, using as many projections as possible for the region or object of interest is 

desired for maximum detectability.    

5.4.6    Nadir Imaging and Focused Imaging 

While AWE is facing nadir, other applications may have the opportunity to focus on a 

region of interest.  This will give better altitude-axis resolution in some cases, as discussed 

in section 4.2.8, but the question remains for how this will affect XY-axis image quality.  

A simulation was run for a low signal case.  The result was no discernible change from 

nadir facing imagers.  This is a desirable because it shows a way to get better altitude-axis 

resolution, in certain cases, without sacrificing XY-axis resolution.  For the given case, 

though, the field of view is large enough that focusing on a region of interest does not 
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provide much altitude-axis benefit.  Future research could focus on narrowing the field of 

view and repeating the experiment. 

5.4.7    Field of View and Detectability  

In designing telescopes for use in tomographic applications, it would be beneficial to know 

the effects of the field of view on the design.  If the field of view is too wide, the XY-axis 

resolution will suffer.  If the field of view is too narrow, the altitude-axis resolution suffers 

unless the satellite is focusing on a region of interest.  To better understand the trade-off, 

particularly in the XY-axis, a simulation was run testing different fields of view and the 

detectability of 100 km gravity waves.  As shown in Section 5.4.3, if the GWs have a 

wavelength above the Nyquist sampling rate, there should be decent detectability.   

In running the simulation, the 90° field of view imager had a 15% increase in detectability 

over the 72° field of view imager.  This is consistent with Figure 5.8, which shows higher 

detectability for higher frequencies, to a certain point.  The wider FOV imager in this case 

will have 100 km GWs as higher frequencies, increasing its detectability.  The trade-off is 

that each pixel covers over 3 km instead of 2.5 km.     

5.4.8    TV Regularization and Initializing Voxels 

Past research has used initialization of voxels, and TV regularizations to attempt to increase 

image quality.  Low signal simulations were run to see if either of these methods provided 

an improvement to detectability in the XY-axis.   

When initializing voxels to only have values for the OH-airglow layer and the reflection 

layer, the XY-axis detectability decreased by 14% compared to having an initial voxel 

space guess of all ones.  This is an interesting result, as most of the signal is placed in the 

correct altitudes.  For future research, it would be interesting to go more than eight 

iterations and to try different initialization strategies to determine the cause for the decrease 

in detectability. 

In using TV-regularization, the L-.9 norm was used, due to reports that the .8 < p < 1 Lp-

norm perform the best for TV-regularization (Zhang et al. 2018).  The result was that TV-

regularization did not contribute to increased detectability of GWs.  This could be because 
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of the already low frequency of GWs being used and the relatively simple task of detecting 

sine-like waves.   

5.5    Discussion and Looking Forward 

The previous sections give a framework for approaching questions in reconstruction 

effectiveness and in system design.  Some of the main findings for these simulations were 

as follows: 

1) MLEM is an effective method for low signal cases 

2) Higher frequencies have better detectability than low frequencies 

3) Performing more than about 8 iterations is not useful for the SWIR model 

Each of these findings will be investigated here. 

5.5.1    MLEM Discussion 

What characteristics about MLEM makes it effective for low signal cases?  Of the three 

algorithms tested, MLEM is the only multiplicative algorithm.  This can help to achieve a 

better convergence time, although MLEM convergence times have been criticized by 

others and modifications have been taken to speed up the convergence of the MLEM 

algorithm (Slambrouck and Nuyts 2014, De Pierro 1995).  Other algorithms, such as 

OSEM could be tested to compare.  In looking at research given in section 2.2, one of the 

reasons why MLEM and regularizations of MLEM are so popular is because of their 

performance in low signal, high noise situations.  These simulations further show the 

effectiveness of using MLEM in these strained imaging environments. 

5.5.2    Wavelength Discussion  

Why do higher spatial frequencies have higher detectability?  The SWIR model includes a 

background that is comparable to the lumpy object model discussed in section 5.2.1.2.  

These resulting structures in the background tend to have lower frequencies.  Some of the 

models will have higher frequency components, but these will be more rare than common 

in the airglow layer.   

In looking at the characteristics of the model, there will be interference in the lower 

frequencies of the model and the lower frequencies of GWs, which will bring the 
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detectability down.  The higher frequencies of GWs will not have the same interference 

with the model.  For future models, a higher frequency background could be tested to check 

if the detectability of the GWs is lower for a higher frequency background. 

5.5.3    Discussion on the Number of Iterations  

Why does the benefit of more iterations stop at around 8 iterations?  The SWIR model has 

many low frequency components.  Even the high frequency gravity waves, at 30 km 

wavelengths, are low frequency compared to ~4 km Nyquist wavelength of the given 

imaging system.  The reflections have outlines that are sharp, but these outlines are only in 

certain parts of the reflections.  Most of the reflections are smooth.  Because there are 

relatively few projections to reconstruct, and the objects, background, and reflections are 

lower frequencies, the number of iterations needed will decrease (Alenius, Ruotsalainen, 

and Astola 1998).  If the gravity waves that were of interest had shorter wavelengths, such 

as 10 km, it would be worth investigating how more iterations change the image quality 

for the XY-axis. 

A determining factor for the number of iterations needed in a limited-angle space 

application will be the desired altitude-axis resolution.  Because there are fewer angles, 

there will need to be more iterations run to get adequate altitude-axis image quality.  The 

number of iterations can be prohibitive, so it is important that the reconstruction algorithm 

be fast and that the trade-off between speed and accuracy is explored for the desired 

application. 

5.6    Conclusion 

Many parameters were simulated and discussed in this chapter.  This work focused on 

determining the image quality of the XY-axis.  Future work could objectively test the 

altitude-axis resolution.  While this chapter was just a beginning of the analysis that can be 

performed for limited-angle tomographic reconstructions from space, it showed the 

effectiveness of MLEM, the decision of how many iterations to do, and how the frequency 

of the object of interest-in combination with the background- can affect the detectability of 

a desired signal.  
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CHAPTER 6 
 

Conclusion and Future Work 

 

6.1    Review and Conclusions 

In chapter 1, the Atmospheric Waves Experiment (AWE) was detailed.  The mission’s 

purpose is to investigate atmospheric gravity waves in the OH-airglow layer.  There is 

current interest in the connection of terrestrial weather and space weather, and GWs are a 

clear link between the two.  The emissions of the OH-airglow layer are dim enough that 

the AWE instrument will mainly operate in the bottom 5% of its detectors’ capacities.  

Working in the bottom of the detectors’ capacity will lead to greater noise, but the SNR 

will be adequate to effectively image GWs.  The MTF of the system also allows for 

detection of the desired wavelength range. 

In chapter 2, the MLEM algorithm was discussed.  The formula and current state of MLEM 

was given in detail.  Penalized methods were also discussed.  Practical implementation was 

briefly discussed, as well as the total variation (TV) regularization technique.  Image 

quality of tomographic reconstructions was investigated and a method for creating an 

observer using Fourier methods was put forward. 

Chapter 3 focused on implementing MLEM.  Projection and back-projection algorithms 

were reviewed.  A projection algorithm where each voxel was assumed to be a sphere was 

created and tested.  The algorithm’s accuracy was found to be superior to the distance 

driven algorithm in many cases, but the speed of the algorithm was prohibitive for fast 

reconstructions.  A quick algorithm for a back-projection was also reviewed.  The code for 

these algorithms is found in Appendix A. 

Performing a tomographic reconstruction from space was the purpose of chapter 4.  The 

limitations and implementation of MLEM from space were explained.  A projection 

algorithm that is similar to the distance driven approach was explored and evaluated for 

use in nadir image reconstruction.  A main theme in reconstructions was the limitation of 

altitude-axis resolution.  With a nadir facing imager, there will be a trade-off between XY 
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axis resolution and altitude-axis resolution.  One of the more promising methods for 

increasing the resolution of both XY and altitude-axis resolution is to perform more 

iterations, at the cost of reconstruction time.  The speed of the MLEM algorithm made 

continuous real-time 3D reconstructions possible in certain situations.   

Chapter 5 focused on an objective assessment of image quality for the tomographic 

reconstructions.  A model of the OH-airglow layer, clouds, and ground was presented.  

While it was a simplified model, it proved effective in determining the strengths and 

weaknesses of reconstruction techniques reconstructing certain characteristics, such as low 

signal images.  MLEM was shown to be the most effective reconstruction technique for 

low signal imaging.  Another finding was that higher frequency signals tended to have 

better detectability in the SWIR model that was reconstructed.  Other simulations were 

performed which showed the use of the TV algorithm, number of iterations for effective 

reconstruction, the effectiveness of reconstructing noisy images, reducing the number of 

images used for reconstructions, focusing on a region of interest, and initializing the voxel 

space to ones in the OH-airglow layer and zeros outside of it.     

6.2    Future Work 

There are several items that can be investigated further.  These include investigating 

altitude-axis resolution, comparing the AWE model to real AWE data, and finding ways to 

increase the speed and accuracy of the MLEM algorithm. 

6.2.1    Altitude-Axis Resolution 

The altitude-axis limitations of tomographic reconstructions from space are detailed in 

chapter 4.  There are ways that the resolution can be increased, but the most effective 

methods, such as a full PSF correction for a shift-variant system or increasing the number 

of iterations, tend to be the most computationally complex.  Other methods, such as TV 

regularization, can show some improvement, but in this document the TV regularization 

techniques did not show significant enough improvement to focus solely on that method.  

If the fundamental limit for altitude-axis resolution can be resolved in a practical way, the 

use of tomographic reconstructions from space can be expanded to applications beyond 

filtering out high reflectance clouds from the OH-airglow layer emissions. 
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6.2.2    AWE Model and Real AWE Data 

The model used in chapter 5 is a simplified model designed to help determine image quality 

for tomographic reconstructions.  While this model proved to be useful, getting real data 

from the AWE mission, which launches roughly August 2022, will be instructive for 

modifying the model for future simulations.  One of the main corrections to be accounted 

for is the amount of reflection that is detected by AWE.  An accurate SWIR model can then 

be expanded for use in other applications besides signals in the OH-airglow layer.   

6.2.3    Increasing the Speed and Accuracy of MLEM 

Currently, the speed for the AWE reconstructions is about 14 seconds for 8 iterations.  A 

trade-off in projection accuracy and projection speed is seen in the current implementation 

of MLEM.  The sphere voxel projection algorithm is more accurate in many applications 

but is also up to 10x slower.  With better GPUs, the difference in speed could go down, or 

the overall speed of both algorithms could decrease enough that choosing between the two 

algorithms will not be as important for real-time imaging.   

Further research could also make a projection and back-projection algorithm more specific 

to the problem at hand.  The code given in Appendix A is meant to be general code used 

for many applications.  Making certain assumptions, which makes the code less general, 

can speed up the code for a specific application.  It would be beneficial to resolve some of 

the bottlenecks in the projection and back-projection algorithms.   

6.3    Future of Tomography in Space 

While the current limits of speed, accuracy, and resolution tend to restrict the applications 

of tomography in space, as computing power continues to increase, these barriers can be 

overcome.  There is a large body of research dedicated to projection and back-projection 

algorithms and their improvement.  Even with incremental improvement, it translates into 

better reconstructions and better image quality.   
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Appendix A:  GPU Code 

A.1 Back Projection Code 
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A.2 Projection Code 

 

A projection algorithm is given below where both the voxels and pixels are in the delta 

basis.  The projection algorithm presented in this paper is very similar to the back-

projection code, with the last few lines differing as follows: 

 

 

For the projection code, atomic functions are required.  Some methods may use locks or 

semaphores to do the same task.  Some GPU languages, such as Metal 2 (as of 2019), do 

not have atomic functions for floating point values, which eliminates the usefulness of this 

program as a general projection operator.    
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A.3 Projection Using Sphere Voxels 
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Appendix B:  Regularization Technique for MLEM 

This is taken from OPTI 637 Class Notes at the University of Arizona, taught by Dr. Eric 

Clarkson: 

Using cross entropy, which is also called the Kullback Leibler divergence, for the data 

agreement term and regularizer:  

𝑄(𝑓, 𝑔) =  ∑ {(𝐻𝑓)𝑚 − 𝑔𝑚 + 𝑔𝑚 ln [
𝑔𝑚

(𝐻𝑓)𝑚
]}

𝑀

𝑀=1

+ 𝜂𝑅(𝑓) 

Minimize 𝑓: 

𝜕

𝜕𝑓𝑛
𝑄(𝑓, 𝑔) =  ∑ {𝐻𝑚𝑛 − 𝑔𝑚 [

H𝑚𝑛

(𝐻𝑓)𝑚
]}

𝑀

𝑀=1

+ 𝜂
𝜕𝑅

𝜕𝑓𝑛

(𝑓) = 0 

Another way to write this equation is: 

∑ 𝐻𝑚𝑛

𝑀

𝑀=1

− ∑ 𝐻𝑚𝑛 [
g𝑚

(𝐻𝑓)𝑚
]

𝑀

𝑚=1

+ 𝜂
𝜕𝑅

𝜕𝑓𝑛

(𝑓) = 0 

The sensitivity vector, s, is defined as follows: 

𝑠𝑛 = ∑ 𝐻𝑚𝑛

𝑀

𝑚=1

 

Putting it in vector form: 

𝑠 − 𝐻† (
𝑔

𝐻𝑓
) + 𝜂∇𝑓𝑅(𝑓) = 0 

Multiply both sides component-wise by 𝑓: 

𝑓𝑠 = 𝑓 [𝐻† (
𝑔

𝐻𝑓
)] − 𝜂𝑓∇𝑓𝑅(𝑓) 

Component-wise division by s: 

𝑓 =
𝑓

𝑠
[𝐻† (

𝑔

𝐻𝑓
)] − 𝜂

𝑓

𝑠
∇𝑓𝑅(𝑓) 
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Convert to an iterative algorithm: 

𝑓(𝑘+1) =
𝑓(𝑘)

𝑠
𝐻† (

𝑔

𝐻𝑓(𝑘)
) − 𝜂

𝑓(𝑘)

𝑠
∇𝑓𝑅(𝑓(𝑘)) 

Written in component form: 

𝑓𝑛
(𝑘+1)

=
𝑓𝑛

(𝑘)

𝑠𝑛
∑ 𝐻𝑚𝑛 [

𝑔𝑚

(𝐻𝑓(𝑘))𝑚

]

𝑀

𝑚=1

− 𝜂
𝑓𝑛

(𝑘)

𝑠𝑛

𝜕

𝜕𝑓𝑛
𝑅(𝑓(𝑘)) 
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