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Quantum Computation (Preskill ch. 6)

Special Problem:   CIRCUIT-SAT       NP⍷

Input = Circuit w/n gates, m input  bits

Problem = is there an m-bit input w/output = 1

Easy to check solution because if we have the input 
 circuit C we can run it with the input x(m) and determine 
 if it evaluates to 1.

Cooks Theorem:   Every PROBLEM       NP is
       polynomially reducible to CIRCUIT-SAT

⍷

HAMILTONIAN 
PATH

CIRCUIT-SAT ⎫
⎬
⎭

NP- Complete NPC ≠ NP⍷

Complexity Hierarchy
Conjecture:    P       NP⍷

Problems in NP that are neither P or NPC
NPI: Problems of intermediate difficulty
Conjecture:  Factoring        NPI ⍷

*
*
*
*

minimum. This is a variational quantum circuit.

Also in 2014, Edward Farhi and Jeffrey Goldstone from the Massachusetts Institute of Technology, together with Sam Guttman from
Northeastern University, Boston, adapted the variational method to solve an optimization problem (arXiv:1411.4028). They chose a
celebrated NP-hard problem, the “MaxCut” problem, which involves dividing a graph into two groups such that the number of connections
between them is maximized. Farhi and his team observed that this problem can be encoded into a variational quantum circuit, which can
then be used to generate systematically better guesses. The algorithm wouldn’t promise to perfectly solve the problem, but it would give a
good approximate answer most of the time. Indeed, the trio showed that the solutions obtained from this quantum version of the algorithm
were, on average, better than any classical algorithms known at the time. They dubbed their algorithm “quantum approximate optimization
algorithm”, or simply QAOA. “It was the first time that anyone had given a quantum algorithm that gave an approximation better than a
classical algorithm,” reminisces Aaronson, who was one of the first to draw attention to this work with a post on his popular blog.

Since then, researchers have applied the variational quantum technique to a plethora of optimization problems, from designing electric-
vehicle charging grids to improving aircraft flights. At the core of these seemingly diverse cases are only a handful of graph-theoretic
concepts, MaxCut being one of them. Researchers are still trying to consolidate the quantum advantage for such core concepts. In a more
recent work, Farhi approached the Sherrington–Kirkpatrick model, another famous problem in physics and computer science that aims to
minimize the energy of a system of spins. A celebrated solution developed by Giorgio Parisi, who shared the 2021 Nobel Prize for Physics,
gives the minimum energy attainable by a solution to the Sherrington–Kirkpatrick model. When Farhi and his team studied this problem
using computer simulations, they observed their solutions getting gradually better with repetitions of QAOA, leading them to surmise that it
might actually reach the optimal limit identified by Parisi. Aaronson, however, cautions against treating tenuous numerical results on small
instances of problem as credible evidence of quantum superiority, especially in light of steady advances being made with non-quantum

2 The P versus NP problem How long does it take to execute an algorithm to find a solution to a certain problem? This is a key question in computer science,
for a general class of relatively easy problems, for which an algorithm can provide an answer in polynomial time is “P”, versus a class of seemingly very, very
hard problems with a short answer that can be verified in polynomial time is “NP”. P versus NP asks whether every problem whose solution can be quickly
verified can also be solved quickly. Here is an ‘Euler diagram’ to show the relationships between the P, NP, NP-complete and NP-hard set of problems. The left
side is valid assuming P ≠ NP, while the right is valid under the assumption that P = NP. (Courtesy: Behnam Esfahbod, CC BY-SA 3.0)

NP-Hard NP-Hard

NP-C

NP P = NP = NP-C

P

P ≠ NP P = NP 

Complexity theory is a rich field with many
 known complexity classes*
Many foundational conjectures remain unproven

As we will see, switching to Quantum Circuits 
 changes things

*
*

Takeaway Message

NP-Hard

NP

Complexity theory is a rich field with many
 known complexity classes*
Many foundational conjectures remain unproven

As we will see, switching to Quantum Circuits 
 changes things

*
*

Takeaway Message
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Quantum Computation (Preskill ch. 6)

Aside: Classical Reversible ComputationComplexity Hierarchy
Conjecture:    P       NP⍷

Problems in NP that are neither P or NPC
NPI: Problems of intermediate difficulty
Conjecture:  Factoring        NPI ⍷

*
*
*
*

minimum. This is a variational quantum circuit.

Also in 2014, Edward Farhi and Jeffrey Goldstone from the Massachusetts Institute of Technology, together with Sam Guttman from
Northeastern University, Boston, adapted the variational method to solve an optimization problem (arXiv:1411.4028). They chose a
celebrated NP-hard problem, the “MaxCut” problem, which involves dividing a graph into two groups such that the number of connections
between them is maximized. Farhi and his team observed that this problem can be encoded into a variational quantum circuit, which can
then be used to generate systematically better guesses. The algorithm wouldn’t promise to perfectly solve the problem, but it would give a
good approximate answer most of the time. Indeed, the trio showed that the solutions obtained from this quantum version of the algorithm
were, on average, better than any classical algorithms known at the time. They dubbed their algorithm “quantum approximate optimization
algorithm”, or simply QAOA. “It was the first time that anyone had given a quantum algorithm that gave an approximation better than a
classical algorithm,” reminisces Aaronson, who was one of the first to draw attention to this work with a post on his popular blog.

Since then, researchers have applied the variational quantum technique to a plethora of optimization problems, from designing electric-
vehicle charging grids to improving aircraft flights. At the core of these seemingly diverse cases are only a handful of graph-theoretic
concepts, MaxCut being one of them. Researchers are still trying to consolidate the quantum advantage for such core concepts. In a more
recent work, Farhi approached the Sherrington–Kirkpatrick model, another famous problem in physics and computer science that aims to
minimize the energy of a system of spins. A celebrated solution developed by Giorgio Parisi, who shared the 2021 Nobel Prize for Physics,
gives the minimum energy attainable by a solution to the Sherrington–Kirkpatrick model. When Farhi and his team studied this problem
using computer simulations, they observed their solutions getting gradually better with repetitions of QAOA, leading them to surmise that it
might actually reach the optimal limit identified by Parisi. Aaronson, however, cautions against treating tenuous numerical results on small
instances of problem as credible evidence of quantum superiority, especially in light of steady advances being made with non-quantum

2 The P versus NP problem How long does it take to execute an algorithm to find a solution to a certain problem? This is a key question in computer science,
for a general class of relatively easy problems, for which an algorithm can provide an answer in polynomial time is “P”, versus a class of seemingly very, very
hard problems with a short answer that can be verified in polynomial time is “NP”. P versus NP asks whether every problem whose solution can be quickly
verified can also be solved quickly. Here is an ‘Euler diagram’ to show the relationships between the P, NP, NP-complete and NP-hard set of problems. The left
side is valid assuming P ≠ NP, while the right is valid under the assumption that P = NP. (Courtesy: Behnam Esfahbod, CC BY-SA 3.0)

NP-Hard NP-Hard

NP-C

NP P = NP = NPC

P

P ≠ NP P = NP 

Complexity theory is a rich field with many
 known complexity classes*
Many foundational conjectures remain unproven

As we will see, switching to Quantum Circuits 
 changes things

*
*

Takeaway Message

Motivation:

Quantum Computation = Unitary Transformation

Reversible !

Classical Reversible Comp:  

Repackage                                          as reversible  

we separate n + m qubit 
register into input and
output so no information
is lost 

Note:  Not all 1 & 2-bit gates are reversible, e. g., 
                                   AND, OR, ERASE
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